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Abstract 

Candidate: Krisztina Horváth 

Title: Territorial servitization: Theoretical roots, feasibility and implications  

 for the European Union 

Supervisors: Dr. László Szerb, Dr. Tamás Sebestyén 

 

Because of its potentially decisive role on regional development, the revitalization of 

manufacturing sectors has become a top priority for policy makers within the European 

Union. Recent scholarly contributions suggest that the interaction between manufactur-

ing and knowledge-intensive business service (KIBS) businesses have the potential to 

generate positive outcomes, in terms of economic, employment and other social metrics 

in the focal territory. This process has been referred to as territorial servitization. The 

role of KIBS firms in promoting regional performance has been echoed by several su-

pranational organizations and scientific studies; however, not all types of KIBS firms 

are equally important in facilitating regional manufacturing performance. 

This work focuses on two elements related to territorial servitization processes. First, 

I analyze how regional manufacturing characteristics—i.e., specialization and size of 

new manufacturers—and the entrepreneurial ecosystem—contextual factors driving 

entrepreneurial actions—impact the creation of knowledge-intensive business service 

(KIBS) businesses at the regional level. Second, I scrutinize the potential impact of dif-

ferent types of KIBS businesses—distinguishing between technology-based (t-KIBS) 

and professional (p-KIBS) KIBS firms—on regional manufacturing productivity, meas-

ured as the gross value added of manufacturing businesses divided by employment in 

manufacturing businesses. 

In the empirical analyses, I use a dataset of 121 regions located in 24 countries of the 

European Union. To account for the geographic embeddedness of the analyzed Europe-

an regions, I employ spatial econometric methods. These methods allow to differentiate 

regional (local) and external effects (linked to adjacent territories), and to accurately test 

the proposed hypotheses. More concretely, I apply spatial Durbin cross-section models 

to quantify both spillover effects stemming from neighboring regions (diversity effects), 
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and relationships between the dependent variable in the specific region and its adjacent 

regions. 

The spatial analysis of the 121 regions suggests that regions with a solid manufactur-

ing base attract new KIBS firms; however, this effect is conditioned by the prevalence 

of a healthy regional entrepreneurial ecosystem. Additionally, the results show a posi-

tive effect of KIBS sectors on the economic contribution of manufacturers; however, 

they reveal a stronger and positive relationship with the rate of technological KIBS 

businesses in the same region. The study offers valuable policy implications on how to 

implement policies that contribute to improve regional manufacturing performance. 

 

JEL classification:  

L26; L60; L80; O14; O52; R58 
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Chapter 1: Introduction 

European governments have traditionally devoted considerable resources to support 

manufacturing sectors. Recently, the European Union has set explicit goals to increase 

the contribution of manufacturing to the economy to at least 20% of the EU’s GDP by 

2020 (European Commission, 2014). Although higher industrial activity—or reindustri-

alization—may resemble a sharp turnaround in the road to the innovation-driven status 

of the economy, EU policy makers expect higher employment rates and economic 

growth from this policy. In parallel with the call made by different public administra-

tions (Bienkowska, 2015; European Commission, 2011, 2012a), scholars have suggest-

ed that manufacturers’ competitiveness may depend on their ability to introduce value-

adding services into their operations and offer advanced product-service systems 

(Baines and Lightfoot, 2014; Muller and Zenker, 2001; Visnjic and Van Looy, 2013). 

Although service transition of manufacturing may provide important benefits to terri-

tories where manufacturers are located, few studies have sought for its territorial ad-

vantages. At the territorial level, these studies revealed that using more service inputs 

may result in, among other, higher productivity growth in manufacturing sectors (Ten 

Raa and Wolff, 2001), higher intraregional manufacturing demand is associated with 

higher regional specialization in business services in the same region (Meliciani and 

Savona, 2015), and relevant service reforms that may increase the output of the manu-

facturing industry (Arnold et al., 2016). 

Recently, a research stream addresses the potential impact of service transition from 

a new point of view, in which the connection between knowledge-intensive business 

service (KIBS) and manufacturing businesses at the territorial level play a critical role. 

Lafuente et al. (2017, p. 20) propose that territorial servitization—more precisely 

knowledge-intensive territorial servitization—represents “…the aggregate outcomes—

e.g., economic, employment and other social outputs demanded by stakeholders—

resulting from the various types of mutually dependent associations that manufacturing 

and knowledge-intensive service businesses create and/or develop within a focal terri-

tory”. In this process, the instrumental role attributed to KIBS firms comes from 

knowledge as it constitutes the main product that they use to add value to their clients’ 

processes and outputs. Also, their timely changing, often complex task setting is condu-
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cive to innovation (European Commission, 2011; Scarbrough et al., 2004; Tether and 

Hipp, 2002). 

The literature on territorial servitization processes and their feasibility is still growing 

and calling for further research efforts. This is the primary aim of this study. More spe-

cifically, there are two main research questions I seek to answer. First, to extend the 

contribution by Lafuente et al. (2017) I am interested in addressing the question of how 

relevant characteristics of the regional manufacturing sector—i.e., specialization and the 

size of manufacturers—impact the creation of KIBS businesses, while acknowledging 

that the quality of the territorial entrepreneurial ecosystem—that is, contextual factors 

driving entrepreneurial actions—may affect this relationship. Second, I am interested in 

addressing the question of how KIBS businesses influence the economic contribution of 

manufacturing sectors from a territorial perspective. In this latter case I pay special at-

tention to the potentially heterogeneous effect on manufacturing productivity of differ-

ent types of KIBS businesses, namely technology-based and professional-based KIBS. 

In my empirical analyses, I use a dataset of 121 regions located in 24 European coun-

tries. To account for the geographic embeddedness of the analyzed European regions, I 

employ spatial econometric methods (Anselin, 1988). These methods are especially 

suitable to achieve the aim (and scope) of the proposed analyses, as they allow to differ-

entiate regional (local) and external effects (linked to adjacent territories), and permit to 

accurately test the hypotheses proposed in the empirical sections (Sections 4.1 and 4.2). 

By applying spatial Durbin cross-section models (SDM) I can quantify spillover effects 

stemming from neighboring regions (diversity effects), and relationships between the 

dependent variable in the specific region and its adjacent regions. In these models, spa-

tial effects do not only spill over to the neighboring regions but also to the neighbors of 

the neighbors, and so on, that is global spatial spillovers prevail (LeSage and Pace, 

2009). In the territorial servitization literature these methods were applied by Meliciani 

and Savona (2015). 

The results emerging from the analysis suggest that regions with a solid manufactur-

ing base attract new KIBS firms; however, this effect is conditioned by the prevalence 

of a healthy regional entrepreneurial ecosystem. Additionally, they reveal a positive 

effect of KIBS sectors on the economic contribution of manufacturers; however, the 

findings highlight that this relationship is statistically significant only when the focal 

region enjoys higher rates of technological KIBS businesses.  
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Overall, the contribution of this work to the existing scholarly literature is twofold. 

First, to the best of my knowledge, till now this is the first attempt to provide an exten-

sive theoretical background on territorial servitization processes. Second, I analyze the 

role on territorial servitization processes of two unprecedented factors, 1) the entrepre-

neurial ecosystem as a moderating factor in the relationship between manufacturing and 

KIBS firms, and 2) the heterogeneity in the regional configuration of the stock of KIBS 

businesses and its impact on the feasibility of territorial servitization processes. 

The dissertation is structured as follows. Chapter 2 provides the theoretical basis for 

the empirical analyses of this work. After a short introduction of the general role of the 

main sectors in the economy, and the potential threats of the ongoing reindustrialization 

attempts in the European Union, I turn my attention to the potential synergies between 

industries, more specifically, manufacturing and service businesses. First, I review the 

general relevance of relatedness between industries, then in line with the recommenda-

tion made by McCann and Sheppard (2003), I move to the microeconomic foundations 

of territorial servitization processes by presenting the firm-level evolution of the (in-

ter)relationships between services and manufacturing, and by revealing the potential 

economic advantages of these interactions. After this, I introduce some prominent ac-

tors, namely KIBS firms within the service sector. After a short description of their 

main characteristics, the literature on territorial servitization and the accumulated schol-

arly knowledge is presented. This section is followed by a greater consideration of gen-

eral feasibility issues that may be conducive to territorial servitization processes. This 

covers the location decisions based on the changing development in technology and 

other globalization processes, including proximity, relatedness of industries and territo-

rial disparities within the European Union. Finally, study hypotheses are developed. 

Chapter 3 prepares the empirical chapter by presenting its data sources, variables and 

applied methodology. Chapter 4 includes the results of the empirical analyses that mo-

tivated this dissertation. Finally, Chapter 5 summarizes the theoretical background of 

this work, provides a discussion of the main empirical findings, presents the policy im-

plications, and describes the limitations of the study.  
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Chapter 2: Background theory and hypotheses development 

2.1. Introduction: The general role of main sectors in the economy 

and the reindustrialization attempt in the European Union 

Before I take the plunge and introduce the main evolutionary processes related to the 

changing role of services in the manufacturing industry, it is important to provide a gen-

eral overview on the role of services in the economy and more concretely, in the Euro-

pean Union. 

As Marshall (1920) claims on the cover page of his famous work titled Principles of 

Economics, “Natura non facit saltum”, that is, “Nature makes no leaps”. After review-

ing a significant number of development theories, Cypher (2014) concluded that in most 

cases, growth and development require substantial changes in institutional patterns and 

organizational structures of economies. One way nations experience this upgrading is a 

structural change. A general manifestation of structural change is the changing 

weight—for instance, in terms of output or labor force—of the main sectors in the 

national economy. As a first stage of economic development, an economic shift takes 

place from the primary sector involved in the production and extraction of natural re-

sources—such as agriculture, to the secondary sector—that transforms raw materials to 

products—namely, industrial, and mainly to manufacturing activities. As the economy 

becomes more developed, the tertiary sector represented by services takes over the dom-

inant role of industry (Cypher, 2014). 

These relationships become evident when we look at the share of value added in ag-

riculture, industry and services in country groups with different income level even in 

our days. In Figure 1, income level—expressed as Gross National Income (GNI) per 

capita—represents the general standard of living, and it is closely and positively related 

to the level of development in a territory. Compared to the more balanced industry con-

figuration in less developed economies such as Nepal and Ethiopia, one can observe a 

clear trade-off between agriculture and services as economies develop. The tendency of 

the changes in the share of the industrial activities is less evident. While middle-income 

countries (e.g., Albania, Brazil) increase the weight of industrial activities only to a 

small extent or keep it relatively stable and predominantly focus on services, high-

income economies (e.g., Ireland, South Korea) seem to have a priority of services over 
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industrial activities as well. A further scrutiny of income levels in 2016 reveals that the 

value added of the European Union’s agriculture (1.39%) and industrial activities 

(21.97%) resemble to high-income economies (1.31% and 22.90%, respectively). How-

ever, the share of services is more than 3% lower in the European Union (66.04%) than 

in high-income countries (69.56%). 

 

Figure 1. The share of value added by the main economic sectors in the world (% of 

GDP, 2016)  

Source: World Bank (2017) 

Note: Agriculture consists of agriculture, forestry and fishing activities too. The industry sector embraces 

mining and quarrying, manufacturing, construction, and public utilities (electricity, gas, and water). Data 

refers to group aggregates. Low-income economies are countries with less than 1,006$, middle-income 

economies between 1,006$ and 12,235$, and high-income economies are countries with 12,235$ or more 

GNI per capita for the year 2016.  

 

Another indicator that characterizes the relevance of different industries in econo-

mies is the share in employment (Table 1). The generally dominant role of services in 

the value added prevails in the employment rate as well; the only exception is the 

low-income countries where the highest share—two thirds—of the employees work in 

agriculture. We can also see that the structure of the labor force changes by (higher) 

development level in favor of services. This is because the growing proportion of urban 

population increasingly chooses more human-capital intensive jobs such as working in 

offices or in skilled factory jobs in the hope of elevated exploitation of their extended 
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and better-quality consumption opportunities. At this point, an interesting link is the gap 

between employment rate and value added that reflects the level of sectoral productivi-

ty. In agriculture, a general tendency is that a higher rate of employees produce less 

value added than their actual share from employment would explain. Besides, the gap 

between employment rate and value added decreases by economic development. For 

industrial activities and services, an interesting, opposite tendency can be observed, 

however, value added mostly corresponds to the share of the employment in the sector. 

 

Table 1. Employment share of the main sectors in the world (2016) 

Country 

group 
Agriculture Industry Services 

 Employment 
Value 

added 
Employment 

Value 

added 
Employment 

Value 

added 

Low-income 

economies 
67.67% 26.31% 10.34% 29.68% 21.99% 39.23% 

Middle-income 

economies 
27.75% 8.77% 23.89% 31.58% 48.36% 54.02% 

High-income 

economies 
3.06% 1.31% 22.71% 22.90% 74.24% 69.56% 

World 26.76% 3.55% 22.49% 25.40% 50.74% 65.08% 

European  

Union 
4.29% 1.39% 24.04% 21.97% 71.66% 66.04% 

Source: World Bank (2017) 

Note: For the data on value added, agriculture includes agriculture, forestry and fishing activities too. 

Data refers to group aggregates. The industry sector embraces mining and quarrying, manufacturing, 

construction, and public utilities (electricity, gas, and water). Low-income economies are countries with 

less than 1,006$, middle-income economies between 1,006$ and 12,235$, and high-income economies 

are countries with 12,235$ or more GNI per capita for the year 2016. Employment is measured as a per-

centage of total employment; value added is expressed as a percentage of GDP.  

 

Scientific works underpin the long-term historical basis of these sectoral 

tendencies. For instance, Rostow (1960) reviewed how national economies developed 

throughout five development stages—more concretely, 1) traditional society, 2) precon-

ditions to take off, 3) take off, 4) maturity, and 5) high mass consumption—during his-

tory. He confirmed that countries in different stages of development follow the previ-

ously described industry patterns. Based on the competitive strategies of nations in the 

global economy, Porter (1990) extended this work, and identified three stages of devel-

opment: factor-driven, efficiency-driven and innovation-driven stages. A factor-driven 

economy typically focuses on natural resources and easily exploitable agricultural and 

manufactured goods. Efficiency-driven economies rely mostly on the exploitation of 
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manufactured products. Innovation-driven economies are characterized by the expan-

sion of (business) services relative to manufacturing, whose share generally decreases in 

these economies. To sum up, the factor exploitation focus seems to correspond with our 

previous empirical findings on the link between sectoral shares and development levels 

as well. (Acs et al., 2008; Porter, 1990).  

Nevertheless, increasing the share of services is just the tip of the iceberg and per 

se does not tell much about the nature of development and growth that may be the result 

of quantitative or qualitative change. For example, one explanation to the rise of ser-

vices in societies with higher (real) income per head is that a higher demand emerges 

for the type of consumption that transcends the population’s basic needs. However, this 

quantitative increase is not enough to trigger economic development and growth. Ac-

cording to Rostow (1960), the underlying reasons are shifts towards more refined and 

advanced technologies, their spread in the economy, and better entrepreneurial skills 

that allow for higher efficiency in the economy. In addition, he highlighted the rele-

vance of increased specialization in the business offering to their customers. The use of 

knowledge and physical capital also increases which induces higher production level 

and productivity per employee. As a result, the business is able to achieve higher in-

come that leaks to employees as well. Higher income opportunities seduce workers 

from industry (e.g., manufacturing) sectors, and lead to the expansion of service sectors. 

Thirty years later, incorporating the upcoming tendencies of globalization, rapid 

technological improvement, and increased international competition, Porter (1990) jus-

tified the need for additional qualitative business characteristics. The reason is that after 

World War II, the picture of internationally successful industries has been significantly 

redrawn due to national efforts to achieve more sophisticated sources of competitive 

advantage and higher productivity. Therefore, to be internationally competent, among 

others, he found important for businesses to revise and actively seek new sources of 

sustainable competitive advantages, and combine the characteristics of their environ-

ment and their business strategy effectively as well. Recent scientific work by 

Eichengreen and Gupta (2013) and Szerb et al. (2018) confirm the differentiating role of 

qualitative business characteristics in reaching increased territorial performance.  

Although, the general relevance of services is the result of a transformation that 

started centuries ago, if we take a specific look at the last 27 years of the European Un-

ion in Figure 2, we see that these tendencies are still ongoing. Against some fluctuation 
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over years, services were the only main sector that could increase their share in the GDP 

(+5.49%), while both agriculture (–1.03%) and industrial activities (–6.45%) experi-

enced a decline in their value added. 

 

Figure 2. Change of value added in the main economic sectors of the European Union 

(% of GDP, 1991-2017) 

Source: World Bank (2017) 

Note: Agriculture includes agriculture, forestry and fishing. The industry sector embraces mining and 

quarrying, manufacturing, construction, and public utilities (electricity, gas, and water). Data refers to the 

aggregate of the European Union. 

 

Besides, if we look at Figure 2, from 2008 to 2009, right after the outbreak of the 

economic and financial crisis, we see a more pronounced decrease of the value added in 

industrial activities that came together with a lower rate of employment in the sector. 

According to the European Commission (2012b), as a result of the crisis, more than 3 

million jobs in industrial activities disappeared, and the sector experienced a 10% de-

cline in its production until October 2012. As a consequence, the European Union 

formulated a goal to increase one of its most important industrial sectors’, that is, manu-

facturing’s share in its overall GDP by 2020 that can be seen as a reindustrialization 

attempt in the economy. Invoking the reviewed sectoral trends in the development of 

economies, a plan like this requires responsible and long-term planning at community, 

national and regional levels to avoid taking a step back rather than forward.  
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Nevertheless, businesses are not isolated from each other and not necessarily mutual-

ly exclusive but their co-location may imply synergistic complementarities that may 

generate positive territorial outcomes as well. However, at this point, more logical 

questions arise. First, in general, which industries bring benefits to territories: the ones 

that are similar to or the ones that are distinct from each other? Second, related to the 

manufacturing renaissance proposed by EU policy makers, which industry promotes 

manufacturing performance? Third, do these processes have a positive effect on territo-

rial performance, and under which conditions? The next section (Section 2.2) addresses 

these three emerging questions.  

 

2.2. Synergistic complementarities among manufacturing and ser-

vices: firm-level and territorial effects  

2.2.1. The role and territorial benefits of related and unrelated variety 

The roots of aggregate-level inter-firm relationships and its territorial effects originate 

in a literature that dates back around hundred years ago. The basic question in this re-

gard was whether the co-location of diversified or specialized industries brings ben-

efits (and actually more benefits) to territories. The emphasis on the word more may 

be decisive. As Visnjic et al. (2016) present it, promoting the appropriate industrial 

structure might be crucial to policy makers, as territories usually incorporate multiple, 

occasionally conflicting objectives of stakeholders. 

On the one hand, as Marshall (1920, p. 221) defines it, localization or specialization 

of industries is “…the concentration of many small businesses of a similar character in 

particular localithes [locations]”. This territorial creature fostered the so called special-

ization hypothesis that states that knowledge spillovers are associated with specialized 

industry areas (Van der Panne and Van Beers, 2006). On the other hand, the diversifi-

cation hypothesis assumes that “…knowledge may spill over between complementary 

rather than similar industries (van der Panne, 2004, p. 595.)”. The scholarly literature 

has differentiated particular advantages related to the co-location of businesses, and 

named them agglomeration economies. More specifically, agglomeration economies or 

externalities are “…economies from which a firm can benefit by being located at the 

same place as one or more other firms (Frenken et al., 2007, p. 687)”. Based on this 
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definition, in the rest of the work, we refer to agglomeration economies related to the 

two basic industrial compositions of territories as Marshallian and Jacobs externalities.  

For territories with specialized (localized) industries, Marshall (1920)’s pioneer 

work provides an insightful list of advantages. First, co-location of similar businesses 

leads to prompt and extensive information stream—e.g., to knowledge spillover—which 

is conducive to efficient problem solving in the community. Another benefit is that with 

lower individual capital, large-scale investments become collectively feasible due to the 

same type of production of businesses. Third, a subsidiary business with highly special-

ized and rapidly depreciating machinery can operate in this environment too, as it can 

reach many clients among its neighbors, and via the constant use of the machinery, it 

can pay the related expenses. Fourth, businesses in localized industries are likely to find 

labor with the required special skill more easily, since people naturally seek places 

where they can find a wide match among employers’ requirements and their working 

attributes.  

Concerning the arguments of the benefits of diversified industries, Marshall 

(1920) called attention to some disadvantages of localized industries that, in return, 

support the need for some variety in territories. For instance, highly specialized areas 

may provide job to one family member with specialized skill (e.g., for strong men), 

however, leave no opportunity to work for the rest of the family (e.g., women), resulting 

in a lower average household income. This argument points to the need of some sort of 

diversification even in these territories. As he explicitly confirms (Marshall, 1920, p. 

226),  

“The advantages of variety of employment are combined with those of local-

ized industries in some of our manufacturing towns, and this is a chief cause 

of their continued growth.” 

 

Another problem with overspecialized districts becomes evident in time of economic 

depression when the demand for their products typically goes down or the supply of its 

raw material is on a halt. Thus, for the focal area, it is safer to incorporate several dis-

tinct industries that compensate for sector-specific shocks (Marshall, 1920). This last 

argument is typically supported by recent empirical studies in the field (e.g., Boschma 

and Iammarino, 2009; Van der Panne and Van Beers, 2006). Despite the initial points 

proposed by Marshall (1920), Jacobs (1969) is the most recognized author for his con-



 

11 

tribution that emphasizes the relevance of diversified industries for territories. This au-

thor argues that the primary relevance of complementary knowledge lies in the diversi-

fication, in terms of economic agents and their production structure. More concretely, in 

industries characterized by high level of local competition knowledge might spill over 

among businesses with different industrial background, not among similar firms. These 

diversified industries likely appear in urbanized areas (Jacobs, 1969).  

However, empirical evidence is ambiguous on the territorial advantages (e.g., re-

gional innovation) of these two industrial formations. For instance, earlier work by 

Glaeser et al. (1992) sought the effect of specialization, competition and variety of in-

dustries (Jacobian externalities) on employment growth and wage growth in city indus-

trialized cities. After analyzing large industries in 170 cities between 1956 and 1987, 

they concluded that lower industrial specialization of a city, more intense competition 

between businesses and higher variety of industries facilitate employment growth. Thus, 

they argued by the higher benefit of Jacobs externalities. Nevertheless, the work by Van 

der Panne (2004) sought whether Marshallian specialization or Jacobian diversification 

externalities facilitate regional innovativeness in the Netherlands, and this author found 

the opposite result. He found that a positive relationship exists but only between 

Marshallian externalities and regional innovation, that is, in case of the concentration 

of specialized businesses. Regional specialization proved to be more important for small 

firm innovation than for innovation among all the sampled firms and R&D intensive 

innovation. In his results, less intense competition facilitated a higher number of inno-

vators per region as well.  

Besides Marshallian and Jacobian externalities, an alternative classification ap-

peared in the literature. Although this classification keeps the original specialization 

concept, it distinguishes different types of diversification based on the level of interre-

latedness between industry sectors in a certain territory. According to Frenken et al. 

(2007), the godfathers of this new view, two levels of territorial variety should be dis-

tinguished. First, related variety refers to “variety as a source of regional knowledge 

spillovers (Frenken et al., 2007, p. 685)”. As the term suggests, knowledge spillover 

takes place only if industries are closely related to each other in the sense that their 

competences are complementary. This implies that they may share their knowledge and 

skills (Frenken et al., 2007). Nevertheless, being exposed to demand shocks may consti-

tute a serious weak point of this territorial composition. Second, unrelated variety is 
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“variety as a portfolio protecting a region from external shocks (Frenken et al., 2007, 

p. 685)”. In this type, it is expected that knowledge spills over to an industry with high-

ly different activities and skills to a less extent. For instance, a good illustrative example 

by Asheim et al. (2011) is the unrelatedness of a pig farmer and a steel company. How-

ever, in return, spreading risk over unrelated sectors should result in a more balanced 

regional performance including growth. This can be particularly important in periods 

when external shocks affect the economy (Frenken et al., 2007). Later on, Mameli et al. 

(2012) expanded the forms of diversification to variety (strong relatedness), related va-

riety (middle relatedness) and unrelated variety (weak relatedness) based on the strength 

of the relatedness between industries. Similarly, Castaldi et al. (2015) developed the 

term semi-related variety that served to describe a state between related and unrelated 

variety. Though, most subsequent studies recline upon the categories of specialization, 

related variety and unrelated variety.  

Therefore, several attempts came to light to test the supposed territorial advantages 

of specialization and the different types of variety. Concerning employment and un-

employment growth, Frenken et al. (2007) found that related variety facilitates employ-

ment growth in terms of full time employees; while in general, a higher unrelated varie-

ty is associated with a lower unemployment growth in a territory. Other works took on 

this research interest supposing sector-specific differences in the effect on employment 

growth. In this manner, Bishop and Gripaios (2010) revealed quite diverse impacts de-

pendent on the analyzed sectors. They found a mainly negative effect of specialization 

(except for financial intermediation services), a highly varying effect of unrelated and 

related variety (e.g., related variety does not affect employment growth of manufactur-

ing). The empirical evidence provided in Mameli et al. (2012) showed that the different 

types of variety in one broader sector may influence employment growth in another 

sector. More concretely, they found that each level of variety in manufacturing positive-

ly affect employment growth in local services. However, they failed to find an effect of 

varieties in services.  

The effect of variety on regional innovation performance was also in the interest of 

scholarly researchers. Initially, Frenken et al. (2007) assumed that a positive outcome of 

related variety and the accompanying Jacobian agglomeration economies is radical and 

product innovations from which the embedding territory can benefit as well. Another 

important contribution came from Castaldi et al. (2015), who—as opposed to Frenken et 
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al. (2007)—found that both related variety and unrelated variety can prove helpful in 

enhancing regional innovation processes. Nonetheless, they do it for different reasons: 

while relatedness provides an easy way to recombine knowledge and create a new tech-

nology, unrelated variety may have an effect via radical innovation such as introducing 

technological breakthroughs. They used the number of patent applications to measure 

general innovation performance in a state and proxied the state’s potential to generate 

breakthrough innovation by a share of superstar patents. Finally, the survival rate of 

new enterprises was a scholarly issue as well, analyzed by Tavassoli and 

Jienwatcharamongkhol (2016). Considering both Marshallian and Jacobian agglomera-

tion economies, the center of their interest was the effect of specialization, related varie-

ty and unrelated variety on the survival rate of newly-established self-employed KIBS 

firms. The result of their analysis identified both related and unrelated varieties of a 

region as factors promoting firm survival, even though, related variety proved to have a 

stronger and more significant effect.  

The quantification approaches for specialization and the different types of varie-

ty involve mainly entropy-based methods (e.g., Bishop and Gripaios, 2010; Castaldi et 

al., 2015; Frenken et al., 2007; Mameli et al., 2012). For instance, Frenken et al. (2007) 

used entropy-based methods to calculate the related variety and unrelated variety in re-

gions, and defined the strength of these relationships in terms of the number of digits in 

the industry codes. Tavassoli and Jienwatcharamongkhol (2016) followed their defini-

tion for the different forms of variety. Although, the concept of using common digits in 

the industrial classifications was a catalyzing and useful choice to deem the level of 

relatedness in a region, yet, there is no common practice how to calculate these 

measures. For instance, a different entropy-based approach can be seen in Bishop and 

Gripaios (2010) and Castaldi et al. (2015), and when it comes to sector specialization, 

the use of location quotients—for example, in Bishop and Gripaios (2010) calculated as 

the proportion of local employment of a sector divided by the proportion of employment 

of the same sector nationally—also serves as an alternative measure.  

Reviewing some relevant literature in this section, we can conclude that despite some 

notable classification and quantification attempts, there remains need for further clarifi-

cation and specification. Even if the aforementioned concepts are not clearly defined, I 

agree with Porter (1990) in that territories may profit more from the co-location of and 

especially from the interaction among related industries. In the next subsection, the 
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forms of firm-level relatedness between manufacturing and (business) service business-

es are introduced.  

 

2.2.2. Interrelatedness among manufacturing and service businesses: service 

transition of the manufacturing sector 

Before to explore the different manifestations of manufacturing-service relationship it is 

important to clearly define our two key study concepts, that is, goods and services. In 

line with the goal of the study, this is done from the perspective of the manufacturing 

industry, disregarding the marketing-based debates on the differentiation of the two 

concepts (see for example, Vargo and Lusch, 2004). For this purpose, the study borrows 

a simple framing by Baines et al. (2009), who consider a manufactured product a ma-

terial artifact, such as a car, a computer or a popcorn maker. To define a service, a simi-

lar, illustrative approach is applied that was actually proposed in an early work by a 

famous service marketing specialist and who considers it as “a process or performance 

rather than a thing (Lovelock, 1991, p. 13)”. Besides, Tether and Hipp (2002) list some 

particular, commonly accepted features of services such as strong intertwining of the 

production and consumption process, their intangible nature and a more pronounced 

dependence on human resources. These definitions presented above are obviously sim-

ple and do not provide a comprehensive analysis of the concept of product and service; 

however and to preserve the flow of the argument line of this work, I have decided to 

present a profound description of the more specific study concepts in Chapter 3. 

In what follows I shortly introduce the main forms of interactions between manu-

facturing and service businesses / services which can be considered different business 

models in the manufacturing sector.
1
 In essence, a business model embodies “…the or-

ganizational and financial architecture of the business (Teece, 2010, p. 173)”. A busi-

ness model articulates the logic to demonstrate how the business creates and delivers 

value to customers, and outlines the architecture of revenues, costs, and profits associat-

ed with the business enterprise delivering that value (Chesbrough and Rosenbloom, 

2002). Business model choices define what elements constitute a source of value for the 

                                                 
1 Note that even if these forms are separated for the sake of easier understanding, in practice, clear 

differentiation may be challenging because of the potential overlaps between the concepts. Similarly, the 

analysis of the evolutionary paths of the different business model formation processes does not fall within 

the scope of this dissertation. 
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organization and how they accommodate both the business’ resources and capabilities 

and the stakeholders that interact with the business (Zott and Amit, 2008).  

First, I deal with the more traditional type of interactions in which manufacturing 

businesses procure services from service businesses (Section 2.2.2.1). Second, a deter-

mining stage is discussed—a decision of manufacturing businesses to give up (out-

source) some of their business functions or activities in favor of service businesses (Sec-

tion 2.2.2.2). After these, I focus on the opposite trend which seeks to explain why 

businesses incorporate services as a solution to improve customer satisfaction (Section 

2.2.2.3). Finally, I provide a summary of the main firm-level interactions between man-

ufacturing and service businesses discussed in this subsection, and I see across to the 

subsequent topic on the prominent role of some specific types of services facilitating 

manufacturing performance (Section 2.2.2.4).  

 

2.2.2.1. Temporary demand from independent service providers 

Although inherently, the main function of manufacturing businesses is to process raw 

material—just like firms in other industries do—and conduct all the phases of their val-

ue chain by themselves (Stigler, 1951) so did they fulfill some service-related tasks, 

such as processing data, arranging logistics and distribution, and ensuring product avail-

ability for their customers (McCarthy and Anagnostou, 2004). As Greenfield (1966, p. 

5) recognizes, “…all productive activities consist of services applied to pre-existing 

physical materials”. Despite the initial internalization of services, by today a synergy 

between manufacturing and service businesses has formed (Daniels and Bryson, 2002), 

and its relevance is confirmed by a growing number of studies in the field (e.g., 

Gebauer, 2008; Gilley and Rasheed, 2000; Santamaría et al., 2012).  

Probably the most traditional way of interaction occurred as temporary or short-

term purchases from independent service firms. In this study we can call these in-

bound services. Inbound services can be everyday, operational services and services that 

aim at business (product) development or innovation. In the latter case, according to 

Menor et al. (2002) the degree to which manufacturing businesses may require internal 

development depends upon their prior technological level and product quality. Business 

development is a typical resource acquisition strategy that compensates for the lack of 
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different skills of the company (Harrison et al., 2004). Good examples of business de-

velopment services could be leasing equipment or providing marketing research. 

 

2.2.2.2. Outsourcing business functions 

Over time, the recognition that taking full control over marketable products and con-

ducting a wide scope of activities lead to inefficient operation and uncompetitive trans-

action costs has brought about the need for promoting new business models (McCarthy 

and Anagnostou, 2004). Consequently, one significant evolutionary process that provid-

ed a solution was the outsourcing of manufacturing businesses. 

The literature offers several definitions that give different purpose and therefore, 

contradictions related to the concept. As Gilley and Rasheed (2000, p. 764) define, out-

sourcing “…represents the fundamental decision to reject the internalization of an ac-

tivity”. These authors stress the relevance of rejection: though the firm would have the 

necessary managerial and/or financial capability, it makes the strategic decision to pro-

cure certain—previously internalized or non-existing in the business—goods or ser-

vices. Therefore, they deny that outsourcing equals to a simple purchase of goods and 

services that is actually done by every firm. According to Zhu et al. (2001, p. 374), out-

sourcing is “…the process of transferring the responsibility for a specific business func-

tion from an employee group to a non-employee group”. As opposed to Gilley and 

Rasheed (2000), this definition leaves space for the broad use of the phenomenon. Ex-

ample to another understanding of the concept is provided by McCarthy and 

Anagnostou (2004, p. 63), who consider outsourcing as “an agreement in which one 

company contracts-out a part of their existing internal activity to another company”. 

Here, the authors restrict the previous description exclusively to already existing activi-

ties. After all, the question arises: Which definition gets the real core of the concept? 

A theoretical argument that can be considered a good answer to this question is of-

fered by Hätönen and Eriksson (2009), who wash away the doubts around having a right 

choice. As these authors explain, outsourcing is a practice that has gone through an 

evolution by itself during the history as well. They identify three waves—namely, 

traditional outsourcing, strategic outsourcing and transformational outsourcing, respec-

tively—with different driving forces. However, in spite of the newly upcoming trends in 

outsourcing, still, recent empirical evidence (e.g., Di Gregorio et al., 2009; Everaert et 
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al., 2010; McCarthy and Anagnostou, 2004) shows that all the motives coexist among 

businesses. The different sorts of outsourcing are presented as follows (Hätönen and 

Eriksson, 2009):  

 Traditional outsourcing—typically used from the 1950s till the end of the 

1980s—is about contracting out noncore business functions with the aim to 

reach cost efficiency by reducing, for example, manufacturing, service or labor 

costs. Therefore, this type of outsourcing is mainly domestic. 

 Strategic outsourcing—that emerged in the early 1990s—mirrors a more devel-

oped, new management approach based on finding and concentrating on core 

competences. Consequently, firms turn to outsourcing business functions which 

are outside their expertise to gain external skills, competencies and knowledge. 

Although the role of cost motives is acknowledged, this view exceeds it by 

providing value to complex and key internal processes. Getting rid of sluggish 

services and focusing on the core competence (Porter, 1996) of the business may 

be a tool to reach superior productivity (Ten Raa and Wolff, 2001) and create a 

sustainable competitive edge. International market outsourcing also occurs.  

 Finally, transformational outsourcing is the product of the latest trend, and seeks 

to change existing paradigms in the industry by setting up radically new busi-

ness models and achieving competitive advantage. The realization of these goals 

result in blurry boundaries between businesses and flexible organizational forms 

made up of loose networks.  

 

To conclude, considering all the above mentioned features I find the extended defi-

nition proposed by Zhu et al. (2001, p. 374) the most suitable for this study. That is, 

in this work I consistently use the conceptualization that defines outsourcing as “…the 

process of transferring the responsibility for a specific business function from an em-

ployee group to a non-employee group”. As for the relevance of the phenomenon, ac-

cording to McCarthy and Anagnostou (2004), nowadays the highest rate of outsourcing 

businesses among industry sectors can be found in manufacturing. The feasibility of the 

practice has significantly improved over time as well, and has become a widely availa-

ble strategy regardless the industry, geographical location or size of the businesses. This 

has been supported by the rapid development of information and communication tech-
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nologies (ICT), lower interaction costs and easier access to global partners. Thus, inter-

national outsourcing is now accessible to a much larger proportion of businesses around 

the globe too (Hätönen and Eriksson, 2009). 

 

2.2.2.3. Business servitization: offering services to customers 

Alternatively, we can differentiate the above mentioned services from services that 

are offered by the manufacturing business or its service providers to (potential) custom-

ers—that we name here outbound services. Mathieu (2001) identifies three types of 

potential outbound services: customer services, product services and service as a prod-

uct. Customer services aim to influence the quality of interactions among the manufac-

turing business and its customers. In this sense, an example of customer service can be 

the provision of online services to customers in addition to traditional contacts or an 

exclusively product-selling focus. Product services address the after-life of the product 

in the form of for instance geographical distribution, after-sale services and technical 

assistance. The third type of services covers the cases when the client does not owe any 

company-related product but uses the services provided by the manufacturing business 

or its contracted service provider. A good example of this type of relationship is servic-

ing computers sold by competitors. 

In the last decades, offering outbound services has become a popular phenomenon, 

commonly known as servitization, a term developed by Vandermerwe and Rada 

(1988). More precisely, servitization can be seen as “…moving from the old and outdat-

ed focus on goods or services to integrated ‘bundles’ or systems, as they are sometimes 

referred to, with services in the lead role (Vandermerwe and Rada, 1988, p. 314)”. 

Turunen and Finne (2014, p. 604) come up with a more moderate definition, as they 

state that “servitization refers to the transition process of adding services into a goods-

based offering, where the importance lies in the relationship between the corporation 

and the customer.” During the rest of the study, I favor the latter definition, as it gives 

more freedom to move in the goods–services continuum. 

Integrating services into businesses’ offerings has become a management strategy 

widely applied by manufacturing firms that it is going through continuous changes (e.g., 

Neely, 2008; Vandermerwe and Rada, 1988; Visnjic and Van Looy, 2013). Mathieu 

(2001) identifies three organizational “maneuvers” (p. 453) related to the application 
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of services. These maneuvers may affect the company and bring about changes in the 

organization at different intensity. Starting from the least influential and going towards 

the more intense intervention, these maneuvers are the followings:  

 Tactic maneuver: providing services is only a marketing issue and it is mostly 

related to the product policy of the firm.  

 Strategic maneuver: the new service constitutes a key competence for the firm 

and it is aligned with the mission and basic values of the company.  

 Cultural maneuver: the introduction of the service implies the rearrangement of 

the organization in terms of mission or other fundamental characteristics such as 

its values.  

A different approach is presented by Oliva and Kallenberg (2003) who systematize 

the main motives that underlie the growing popularity of this mixed, product-service 

concept.  

 First, they list its economic advantages. An important aspect is that product ser-

vices can extend product life cycle and, therefore, generate substantial revenue 

to the business. Also, services can be sold with higher profit margins, and they 

can represent a more stable revenue source as they are less exposed to economic 

cycles than investments and equipment purchases (Oliva and Kallenberg, 2003). 

 Second, customer demand is growing for services (Oliva and Kallenberg, 2003; 

Visnjic and Van Looy, 2013). In some cases, this calls for service outsourcing in 

order to ensure efficient business operations (Oliva and Kallenberg, 2003). 

 Third, services are less tangible and thus, it is more difficult to imitate them than 

manufactured products. This characteristic can be useful for the company to gain 

a sustainable competitive advantage (Oliva and Kallenberg, 2003) and avoid 

commoditization (Visnjic and Van Looy, 2013). Despite of this, Baines et al. 

(2007) believe that servitization is not the only and necessary component of 

competitive strategy of the company, as it can be based on other factors such as 

product leadership or operational excellence as well.  

 

It should be noted that the successful realization of servitization may be challenging, a 

process often referred to as the servitization paradox. However, empirical evidence al-
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ready reveals some positive (e.g., Visnjic and Van Looy, 2013) and potentially positive 

(e.g., Neely, 2009) outcomes.  

Finally, the use of the above mentioned servitization strategies is quite likely to be 

conditioned by firm size. Although Harrison et al. (2004) limit their interest to cash 

management techniques, they find that while small firms favor business development 

practices over product development practices, large firms tend to utilize these tech-

niques the opposite way.  

 

2.2.2.4. Knowledge-intensive business service (KIBS) firms, the “aces” of ser-

vice businesses 

As shown in Sections 2.2.2.1 to 2.2.2.3, service firms have taken an organic role 

in the evolution of manufacturing businesses. Outsourcing part of their internal activ-

ity to service firms may result in superior cost efficiency, allow concentration on core 

competencies, and create new, flexible business models (Hätönen and Eriksson, 2009). 

In addition, manufacturing firms are increasingly offering advanced product-service 

systems (PSS)—i.e., adopting business servitization models—to achieve new sources of 

profit, stable revenues, and a hard-to-replicate competitive advantage (e.g., Matthyssens 

and Vandenbempt, 2008; Oliva and Kallenberg, 2003; Vendrell-Herrero et al., 2017). 

Nevertheless, going through these potential advantages the reader may have a logical 

question in mind: Do manufacturers benefit the same way from all services? For in-

stance, do they gain as much from a transportation service as from an information 

technology (IT) service?  

In today’s globalized market characterized by intense and extensive competition es-

pecially one form of service businesses may stand out and turn out to be of crucial im-

portance for manufacturers. Knowledge-intensive business service—henceforth 

KIBS businesses—are a type of service firms that provide services to other businesses 

(B2B) and deal with “…economic activities which are intended to result in the creation, 

accumulation or dissemination of knowledge (Miles et al., 1995, p. 18)”. While KIBS 

firms share some general characteristics with other service businesses, in general what 

makes them exceptionally valuable for their interaction with manufacturers is their ser-

vice production process and innovation potential. KIBS’ primary input is their em-

ployees’ knowledge and talent that are shaped by accumulated experiential knowledge 



 

21 

resulting from the development of project-specific tasks (Boone and Ganeshan, 2001; 

Garicano and Wu, 2012). By capitalizing on this specific knowledge, KIBS can contrib-

ute to their clients’ performance via the exploitation of existing knowledge or the 

coproduction of new knowledge. Also, KIBS use the knowledge gained from their time-

ly changing, often complex task setting to engage in innovation processes (European 

Commission, 2011; Scarbrough et al., 2004; Tether and Hipp, 2002). As KIBS firms 

provide services exclusively to businesses, in this study I work under the premise that 

the effect of this group of KIBS on the economy via their relationship with businesses 

operating in the manufacturing industry is stronger than that of knowledge-intensive 

service (KIS) businesses with a mixed focus (serving both consumers and businesses). 

Although the three types of service-manufacturing interactions (Sections 2.2.2.1 to 

2.2.2.3) coexist in the market even with different motivations among businesses, evi-

dence shows that at the firm level the choice among them and their successful realiza-

tion may be conditioned by for instance, scarce resources, managerial capabilities and 

strategic preferences. In this sense, significant differences can be found between large 

and small enterprises. Another influencing factor appears when we extend our view-

point to a more aggregate level such as local, subnational, national or supranational lev-

els. In spite of this potentially key role played by both service and exclusively KIBS 

businesses in the development of the manufacturing sector, little has been said about the 

broader, aggregate effect of the phenomenon. Spatial embeddedness of these businesses 

may play a crucial role as well. Subsequently, Section 2.2.3 introduces this relatively 

neglected, territorial development view of the interactions between manufacturers and 

service businesses with a special focus on KIBS businesses.  

 

2.2.3. Territorial servitization: definition and the scholarly panorama 

Notwithstanding the relevance of service transitions for manufacturing businesses, 

only a few studies have assessed their territorial advantages. For instance, using 

input-output analysis, ten Raa and Wolff (2001) found that from the 1980s to the 1990s 

increased use of service inputs contributed to higher productivity growth in the US 

manufacturing sector as a whole. Later, Meliciani and Savona (2015) analyzed the ef-

fect of the demand of manufacturing sectors which were intensive users of business 

services on the regional specialization level in business services in the EU. They found 

that the higher the intraregional manufacturing demand, the higher the regional speciali-
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zation in business services is in the same region. Also, Arnold et al. (2016) showed that 

service reforms in the field of banking, telecommunications, insurance and transport 

contributed to the output of India’s manufacturing sector and, consequently, to the rapid 

economic growth of the country. 

An even more pronounced research gap emerges when it comes to the analysis 

of the territorial outcomes resulting from the interaction between manufacturing 

firms and KIBS businesses. Over the last three decades the number of KIBS firms has 

drastically risen in Europe, which has been nurtured by both increased inter-industry 

linkages and attempts of European economies to consolidate their knowledge-based 

economies in order to maintain their competitiveness (e.g., European Commission, 

2011; Strambach, 2001). The instrumental role played by KIBS businesses in this pro-

cess can be explained by their inherent function to offer specialized expertise to other 

businesses (e.g., Miles et al., 1995; Vendrell-Herrero et al., 2017).  

In addition, based on the micro-level foundations of KIBS-manufacturing relation-

ships, a high concentration of these sectors can be seen as related variety in a territo-

ry
2
. The interrelatedness of KIBS and manufacturing industries has been supported by a 

growing number of studies (e.g., Crozet and Milet, 2017; Czarnitzki and Spielkamp, 

2003; Muller and Zenker, 2001). For instance, in the Netherlands, manufacturers proved 

to be the most important clients of KIBS firms specialized in computer services/IT and 

R&D—as opposed to other KIBS’ clients in construction and agriculture sectors (Den 

Hertog, 2000). Also, according to Bienkowska (2015), a remarkable share—in 2015, 

40%—of jobs in the manufacturing sector in Europe is related to high value added ser-

vices. Thus, the KITS process becomes a case of interest when analyzing the potential 

effects of servitization on the local economic activity. 

Recognizing the untapped potential in the scholarly literature, recently, a specific re-

search stream addresses the impact of the connection between KIBS and manufacturing 

businesses from a novel, territorial perspective. Extrapolating from the servitization 

literature, Lafuente et al. (2017) introduced the concept of territorial servitization, 

which refers to the process of creating value at the territorial level by increasing interac-

tions between manufacturers and KIBS businesses. More concretely, they propose that 

territorial servitization—more precisely knowledge-intensive territorial servitization—

represents  

                                                 
2 In this case, related variety is used in the meaning proposed by Frenken et al. (2007).  
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“…the aggregate outcomes—e.g., economic, employment and other social 

outputs demanded by stakeholders—resulting from the various types of mu-

tually dependent associations that manufacturing and knowledge-intensive 

service businesses create and/or develop within a focal territory (p. 20)”. 

 

Yet, territorial servitization is not limited to this particular case—that should actually 

be called knowledge-intensive territorial servitization (KITS)—or, as in the typical case 

of servitization, to local B2B relationships. The definition of territorial servitization 

includes service innovations and outsourcing that are tacitly incorporated in manufac-

turers’ offering and, thus, reasonable extensions of the original business servitization 

concept. Therefore, in this study, we will consistently use this extended definition of 

servitization at the territorial level.  

The potential connection between manufacturers and KIBS firms constitutes a clear 

case in point, and this gives the main focus of this work. At the meso level (e.g., in sub-

national regions), territorial servitization may result in a more consolidated manu-

facturing sector characterized by agglomeration economies (Rocha and Sternberg, 

2005). Thus, the territorial servitization process may contribute to regional development 

via positive externalities, knowledge spillovers and positive effects on input-output 

markets (Tavassoli and Jienwatcharamongkhol, 2016). This process creates the condi-

tions for entrepreneurial activity, thus enhancing the local development of service busi-

nesses, especially in knowledge-based sectors (Lafuente et al., 2010). For instance, 

manufacturing businesses with the suitable absorptive capacity as a market for KIBS 

may attract new KIBS firms to the territory (Visnjic et al., 2016). 

 

2.2.4. Summary 

In Section 2.2, I presented and analyzed the firm-level and aggregate, meso- and macro-

level relationship between manufacturing and services. More concretely, in this rela-

tionship, we concentrated on the interaction with a specific segment of services, namely, 

knowledge-intensive business services (KIBS). The reason for adopting this focused 

approach lies in the arguably superior relevance of KIBS firms to contribute to the per-

formance of manufacturers, such as productivity—a performance metric with increased 

importance in today’s elevated competition (Porter, 1998)— and innovation potential. 
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To reveal the potential relevance of the co-location and interaction between these two 

sectors, Section 2.2.1 exhibited the different territorial outcomes of agglomeration 

economies related to Marshallian specialization and Jacobian diversification in gen-

eral. A closely linked literature on related and unrelated variety in territories was also 

reviewed. All in all, I found that despite the theoretical usefulness of these categoriza-

tions, the definition and the measurement of these concepts require more refinement and 

unification. Therefore, to decide whether relatedness exists between these sectors and 

whether the aggregate inter-firm interactions might have territorial relevance, I re-

viewed both the firm-level and the territorial-level ongoing processes among manufac-

turers and service businesses.  

At firm level (Section 2.2.2), the relationships between manufacturing and service 

businesses have gone through significant co-evolutionary processes over time, and this 

interconnectedness embodied in different business model formations of the manufactur-

ing sector throughout the history. Although in some cases these business models overlap 

to certain—or sometimes to a great—extent, I attempted to capture the main forms and 

introduce their main differentiating characteristics. I considered three main streams of 

temporary relationships (customers), outsourcing, and business servitization of manu-

facturing. First, I presented a more traditional interaction between manufacturers and 

service firms which occurs via temporary or short-term purchases of manufacturers 

from independent service providers. These services, such as leasing or marketing re-

search, may serve as a means to acquire resources that allow compensating for the lack 

of different skills in the company. Second, a process of transferring a specific business 

function to service providers was considered. Although outsourcing has turned to a 

common practice for manufacturers, it may be applied for very different reasons. 

Reaching cost efficiency, a more pronounced focus on core competencies of a business, 

and achieving competitive advantage may also explain the implementation of this strat-

egy. Third, this section introduced a relatively new trend of manufacturers referred to as 

servitization which manifests in adding services to manufacturers’ product offering and 

thus, creating an integrated, bundled offering. The type of servitization may affect the 

organizations to a different extent and may motivate the choice of this business model, 

ranging from marketing efforts to significant changes in the corporate culture. After 

considering the main forms of interactions, as services are heterogeneous, I detailed the 

general operational characteristics of KIBS firms which may be the most valuable ser-
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vice businesses in their interaction with manufacturers, because of their service produc-

tion process and innovation potential.  

Finally, I introduced the positive aggregate effects of service-manufacturing relation-

ships that confirmed the strong relatedness of these sectors. Reviewing the existing lit-

erature, it pointed to a research gap in the literature dealing with the analysis of the 

territorial outcomes of the interaction between manufacturing firms and specifically 

KIBS firms. This gap is addressed by a recently upcoming research stream on territorial 

servitization, which refers to the process of creating value at the territorial level by in-

creasing interactions between manufacturers and KIBS businesses (Lafuente et al., 

2017). In this work, the term knowledge-intensive territorial servitization (KITS) was 

introduced to reflect better the focus on KIBS firms as key elements of these interac-

tions. 

Nevertheless, positive territorial outcomes in the presence of aggregate-level man-

ufacturing-KIBS interactions are not automatically gained by territories. In Section 

2.3, we will have a deeper insight into the feasibility factors of the relationship between 

manufacturing and service businesses at an aggregate, meso and macro level. First, in 

Section 2.3.1, general location factors and the role of proximity are introduced which 

determine what makes a business choose a specific place as its location. They are really 

important aspects for territories, and based on the operational characteristics of KIBS 

firms, they constitute increased relevance in this study. Second, in Section 2.3.2, I pre-

sent the main sources of supra-national and national-level territorial heterogeneity with-

in the European Union. Different countries may follow different economic strategies 

and provide different opportunities for businesses, in terms of the availability of loca-

tional advantages. 

 

2.3. Feasibility issues 

2.3.1. Influential location factors and the role of proximity in business inter-

actions 

For over a century, several scholarly works have attempted to analyze and understand 

the location choice of businesses. Within the economic geography framework, theoreti-

cal models for businesses’ location decisions have evolved through different eras with 

changes in the dominant economic doctrines, real-world economic background, and the 
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level of technology development. Over the history, three main location theory streams 

can be differentiated (McCann and Shepperd, 2003): classical location theory, neoclas-

sical location theory, and market area analysis. Although both classical and neoclassical 

location theory approaches proved to be novel and useful to mitigate the scholarly hun-

ger of their time, they failed to provide explanation to a real-world situation of why 

some economic activities concentrate in geographical space. Instead, they stated that the 

rational behavior of firms was to disperse in space, and not to tolerate higher local land 

and labor prices. They explained the concentration of businesses only by topograph-

ical features and historical reasons
3
 (McCann and Sheppard, 2003). Traditionally this 

was probably the case, that is supported by several examples in Marshall (1920). 

A significant change in this manner came along with the third wave of location theo-

ry approaches which date back to the first half of the 20th century, and it is called mar-

ket area analysis. The pioneers of this research trend were Hotelling and Palanders, who 

sought the role of location and space for firms which both compete and mutually de-

pend on each other. This apparent contradiction is a viable firm strategy called 

coopetition, that is, “when two firms cooperate in some activities, such as in a strategic 

alliance, and at the same time compete with each other in other activities (Bengtsson 

and Kock, 2000, p. 412)”. Also, they revealed that the spatial characteristics of the mar-

ket, the type of industrial structure and business strategies are interrelated and they can 

change in time. Just like in the game theoretic approach, they explicitly defined the in-

terrelationships among firms (McCann and Sheppard, 2003). Reviewing the stream of 

market area analysis, McCann and Sheppard (2003) derived two key aspects that ex-

plain industrial co-location: 1) cost interrelationships between firms, and 2) a non-

dominant role of price competition among businesses, the dominance of product 

heterogeneity or the presence of transaction costs as main features of the market that 

hinder efficient market competition. 

Just like in the evolution depicted for the relationship between services and manufac-

turing, traditionally, the goal of cost minimization (e.g., labor, land, capital) deter-

mined the locational choices of businesses (e.g., McCann and Sheppard, 2003; Porter, 

1994). Starting with his famous book and article, Krugman (1993, 1991) opened a new 

chapter in new economic geography and brought a more reasonable explanation on why 

                                                 
3 According to McCann and Sheppard (2003), the only exceptions from this were Lösch and Christaller, 

who depicted an “ideal-landscape” for the firm. 
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some activities concentrate in space and why others do not. He differentiated two basic 

forces that influence geographic concentration. First, relying on Marshall (1920)’s work 

he identified so called centripetal forces which are sources of positive external econo-

mies and promote the concentration of businesses (Krugman, 1999). According to 

Marshall (1920, p. 221), external economies are  

“…economies arising from an increase in the scale of production of any 

kind of goods…dependent on the general development of the industry”.  

 

That is, if the overall output in the industry increases, it positively affects the individual 

firm too, as its average costs will decrease. Krugman (1999) considered three main cen-

tripetal forces:  

1) Large local market that promotes backward and forward linkages; 

2) Specialized and skilled labor market that makes it easier for businesses to find 

employees; 

3) Pure external economies via knowledge (information) spillovers between the co-

located actors.  

In strict connection with these postulates, the knowledge spillover theory of entrepre-

neurship is central to the principles of endogenous economic growth and its core idea is 

that the increased knowledge stock generated by incumbent businesses—e.g., research 

laboratories in private businesses or universities—contributes to explain the formation 

of new businesses in the economy (Acs et al., 2009; Audretsch et al., 2006). That is, the 

formation of new businesses is an endogenous response to the efforts of incumbent or-

ganizations for creating new value-adding knowledge. Under the premise that the spill-

over of knowledge is spatially bounded, the knowledge spillover theory of entrepre-

neurship predicts that knowledge-driven entrepreneurial activity will be greater in terri-

tories where knowledge investments are higher, conditional on how efficiently new and 

incumbent firms channel the new knowledge to the market (Audretsch et al., 2006). In 

today’s economy, competitiveness and excellence of territories lie to a great extent in 

their capacity to innovate and transfer knowledge to local businesses. 

However, Marshall (1920) called attention to an opposite phenomenon as well. Fac-

tories with large areas cannot fully enjoy the gains of diversification, as ground rents are 

much higher in central areas, and they rather choose to move to the outskirt of large 
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towns or manufacturing districts in the neighborhood. Krugman (1999) names forces 

that work against concentration as centrifugal forces. Similarly, three examples are 

provided:  

1) Immobile factors such as land, natural resources and skilled employees that may 

be related to dispersed markets; 

2) Land rents (described above with the example in Marshall (1920)) 

3) Pure external diseconomies such as congestion.  

 

As fast developing technologies revolutionized the ways of transportation and 

communication, and neoliberal policies reduced the barriers to the flow of labor, 

capital and businesses, the picture of the global economy has radically changed. How-

ever, more open global markets—i.e., globalization—and faster transportation and 

communication did not only bring opportunities such as access to cheaper inputs via 

more efficient global markets and locating part of the business to locations with low-

cost inputs but a more fierce competition. Therefore, for companies who want to keep 

up, the role of cost advantages has to take a rather back seat, while strategic thinking 

should come to the front (Porter, 1994).  

Paradoxically, and despite the breakdown of geography and political boundaries, the 

differences between the economic performance of countries and subnational re-

gions remained and even amplified. This happened in spite of the convergence expec-

tations that “…globalization-induced capital mobility leads to a ‘race to the bottom’ of 

wages, social standards, and corporate taxes (Bohle and Greskovits, 2009, p. 358)”. 

The reason is that specific resources that provide competitive advantages in inter- and 

intranational competition can be found at national, more precisely, at subnational (e.g., 

local) level. Consequently, proximity to territories with these specific resources has 

gained an increased relevance (Porter, 1994). 

Porter (1994, 1998) also claims that centripetal forces described by Krugman 

(1999) that provided competitive advantage in the past became static sources of effi-

ciency which lost their distinctive value by today. In return, what matters for the 

competitive advantage of a firm are the sources of dynamic improvement, to 

“…relentlessly innovate and upgrade its skill and technology (largely intangible assets) 
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in competing (Porter, 1994, p. 37)”. According to Porter (1994, p. 37) dynamic location 

factors that facilitate continuous learning and innovation are:  

 the presence of specialized, skilled and continually learning labor force,  

 applied technology specialized to the particular firm, 

 specialized infrastructure,  

 experienced capital sources, 

 additional business-specific factor inputs, 

 sophisticated and demanding customers which/who are non-local, located out-

side the region or the country (i.e., “exporting” businesses in the territory),    

 critical mass of local suppliers with specialized components, machinery and ser-

vices that can significantly contribute to the business’ product or process innova-

tion,  

 the presence of competitors that provoke development efforts in the business. 

 

There is abundant empirical evidence that supports the crucial role of these factors. 

For instance, Neffke et al. (2011) sought the relevance of technological relatedness 

on the industrial dynamics in a region, that is, the probability that the industry is pre-

sent in a region, enters or exits a region among manufacturers in Sweden. Their results 

provide generally applicable conclusions that should be taken account by policy makers 

in their attempt to promote regional development. Using different types of regression 

models the authors consistently found that if an industry is more related to the regional 

portfolio—measured by the number of closely related industries in the given region— 

the presence of the industry in a certain region is more likely. On the other hand, if more 

closely related industries are missing from the given region (non-portfolio), it is less 

likely that the industry is part of the regional industrial landscape.  

The same tendencies apply to the entry of an industry, and logically, the opposite 

tendencies—negative relationship between portfolio closeness and the decision whether 

to exit (1) or not (0) and positive relationship between non-portfolio closeness and ex-

it—prevail for the exit of an industry. They also found that the country-wide size of an 

industry measured by the number of employees and the total employment in a region 

also influence the regional industrial dynamics. Both of these size indicators have a pos-
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itive relationship with the membership and entry of an industry to the region and they 

negatively associated with the exit of an industry from the region. Based on these find-

ings, they concluded that in a long term, the industrial composition of a territory is con-

ditioned by strong path dependencies (Neffke et al., 2011). Porter (1994) describes that 

the above mentioned dynamic factors mutually reinforce each other’s effect that results 

in a positive, cumulative self-regenerating process for the given territory.  

In order to gain competitive advantage based on dynamic locational factors, geo-

graphical proximity to a critical mass of these resources may be crucial. For in-

stance, proximity to core suppliers and face-to-face relationships are important as they 

facilitate knowledge spillover, collaboration and reduce the risk of opportunistic (rent-

seeking) behavior. Closeness to rivals may be beneficial as it provides an opportunity 

for comparison. Consequently, geographical closeness favors trust and coordination. An 

example to related territorial formations is the cluster (Porter, 1994). According to Por-

ter (1998), a cluster is “a geographic concentration of interconnected companies and 

institutions in a particular field (p. 78)”. As Krugman (1999) states clusters are relevant 

sources of international trade and specialization. Though, clusters may take several 

forms as well. For instance, McCann and Sheppard (2003) identify ideal types of geog-

raphy-firm-industry organizational relationships that may be present when firms are 

clustered or co-located. These are: 1) pure agglomeration model (e.g., financial services 

in the city of London), 2) industrial complex model, and 3) social network model, which 

mainly differ in their transaction cost and firm behavioral assumptions. Nevertheless, 

they acknowledge that real-life cluster formations may owe some mixed characteristics 

of these ideal types; there should be a dominant type for each region. 

Despite his main focus on the role of physical proximity, Porter (1994) acknowledg-

es the relevance of other proximity forms between the company and its main 

stakeholders. Marshall (1890) revealed some situations in which geographical proxim-

ity is less relevant or may be reassessed when channeling business relationships. For 

instance, he mentions the advantage of a business with unique and high value-added 

products over mass products. In this case, these product features may be worth the trou-

ble of increased distance for customers. Also, he argues that lower transaction costs, 

such as improved or cheaper means of communication and lower transportation costs 

make it easier to reach industries from a distance, and thus, decrease the relevance of 

distance. Though dramatic improvements which reduced spatial transaction costs (i.e., 
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information transmission and transportation costs, as opposed to transportation costs 

only that was dominant in the past) and therefore, enabled coordinating activities across 

space came with the 1980’s. The main reason was the incredibly fast development in 

information technologies and their widespread use. These developments resulted in cost 

reduction of communicating across distance and allowed new coordination of spatial 

arrangements. Obviously, the dynamism of these changes is highly sector-specific. 

Therefore, the nature and behavior of spatial transaction costs should be clearly defined. 

Besides, some scientific opinions predict that over time, the cost of transmitting infor-

mation in space or the opportunity cost of not having face-to-face contact will increase, 

as the quantity, variety and complexity of information grows. Therefore, doing business 

through large distances will be more expensive. Although transportation technologies 

have improved dramatically as well over the years, evidence also suggests that because 

of the growing customer demand, more frequent deliveries are needed, which have in-

creased the spatial transaction costs of shipping (McCann and Sheppard, 2003). 

Knowledge transfer and learning may contribute to the competitive advantage of 

firms and regions. After all, Boschma (2005) argues that per se geographical proximity, 

that is, spatial distance between economic actors, is not a sufficient condition for rela-

tionship learning to take place. Besides spatial distance, he differentiates four further 

dimensions of proximity that might be crucial in channeling inter-organizational 

knowledge:  

1) Cognitive proximity refers to the extent to which economic actors share the same 

knowledge base and expertise.  

2) Organizational proximity is the extent to which economic actors are similar to 

each other in terms of the space of relations, that is, the way interaction and co-

ordination between actors is organized.  

3) Social proximity is the extent to which interactions between actors are based on 

trust.  

4) Finally, institutional proximity is the extent to which interactions between actors 

“…are influenced, shaped and constrained by the institutional environment (p. 

63)”.  
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Boschma (2005) claims that these four proximity elements may play a coordination 

role and mediate the learning (or other) relationship without the need for close spatial 

distance between economic actors. On the other hand, the role of geographical proximi-

ty can be justified if it is accompanied by at least cognitive proximity. Per se, it is not 

sufficient as only other types of proximities may bridge long distances and transfer tacit 

knowledge in an effective manner. Though, it may play an important but indirect role in 

facilitating interactive learning and innovation, via stimulating other forms of proximity 

(e.g., the growth of cognitive proximity). In case of regional lock-in (e.g., in the skills of 

local businesses), geographical proximity may even constitute a problem (Boschma and 

Iammarino, 2009; Lux, 2009). It may be handled with geographical openness but ful-

filling certain preconditions. Extreme values of different proximity types should be 

avoided as well. For instance, too much trust may result in an opportunistic behavior of 

the other party (Boschma, 2005). 

As a result of Krugman’s and Porter’s synthesizing work, agglomerations are theo-

retically—at least, more—understood geographic formations which can be defined as 

businesses or business activities which are located geographically close to each other 

(Chung and Kalnins, 2001). Typically, the scholarly literature identifies three main for-

mations that we can encounter as a result of positive agglomeration economies 

(Meliciani and Savona, 2015): 

1) Localization economies (either internal or external economies of scale) that 

come from sectoral concentration;  

2) Urbanization economies as a result of urban and population density and inde-

pendent from the sectoral distribution; 

3) Jacobian externalities stemming from the variety of industries in a territory, ei-

ther related or unrelated to each other.  

2.3.2. Territorial heterogeneity within the European Union 

An important aspect to take into account when considering the extent (quality) of terri-

torial servitization is the heterogeneity of the analyzed territory. Heterogeneity comes 

from the different development paths countries and even regions took in the past and are 

still taking, and influence their future development and growth prospects.  

An interesting contribution from the field of comparative political economy is the 

theory on varieties of capitalism (VoC). From the different models, one of the most 
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active scholarly topics emerges from the work by Hall and Soskice (2001). As depicted 

in Nölke and Vliegenhart (2009), the VoC approach is based on the assumption that 

market economies follow different innovation patterns that originates in firm behavior 

that adapts to peculiar characteristics of their basic capitalist institutions (e.g., industrial 

relations, transfer of innovation). This original VoC distinguishes two ideal types of 

market economies: liberal market economies (LME) such as the United Kingdom, and 

coordinated market economies (CME) such as Germany and Austria. The success of 

any market economy is attributed to its mutually reinforcing, complementing and bal-

anced institutions, while incoherence between its elements leads to suboptimal out-

comes (Nölke and Vliegenhart, 2009).  

The original—though, holistic and easily understandable—approach has left space 

for further improvement. For instance, Nölke and Vliegenhart (2009) identified a third 

group of dependent market economies (DME) incorporating the Central and Eastern 

European (CEE) countries of Czech Republic, Hungary, Poland, and Slovakia. In their 

view, in spite of their similar past traits, these countries outperform other post-socialist 

European countries (e.g., Romania and Bulgaria) in several fields including the export 

of high-tech or human capital intensive industries. Nevertheless, the overall innovation 

capacity of these economies is limited and highly dependent on knowledge coming 

from more developed market economies. While the comparative advantage of LMEs 

lies in radical innovation by technology and service businesses, CMEs perform better 

incremental innovation of capital goods; based on their skilled but cheap labor DMEs 

prove themselves competitive in the assembly of semi-standardized industrial goods. 

Therefore, DMEs are seductive platforms for multinational enterprises (MNEs) from for 

example, the automotive and manufacturing industries, and extremely dependent on 

capital via foreign direct investment (FDI).  

The reason is that for medium-sized and large enterprises
4
, especially multinational 

enterprises in more developed European countries—in other words, international busi-

nesses—the globalization wave typically promoted a twofold strategy. By disaggregat-

ing their value chain, they transferred their operation to territories offering low-cost 

(static) resources. However, these processes took place only to a limited extent, and not 

just among but within nations in which case, barriers such as differences in language, 

                                                 
4 Later on, when we refer to small- and medium-sized enterprises (SMEs), we follow the classification 

proposed by the European Commission (2013).  
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law etc. were not even an issue. The common practice applied by these businesses is 

that they keep their most sophisticated, strategic activities (e.g., creating more advanced 

products, intangibles) where they can access dynamic efficiencies (typically in their 

home country or in one single country), while repetitive business processes are out-

sourced or offshored, that is, located abroad (Porter, 1994; Di Gregorio et al., 2009). In 

relation to this practice, a relevant term of home base appeared which refers to the area 

“…where strategy is set, core product and process development takes place, and the 

essential and proprietary skills reside (Porter, 1990, p. 69)”.  

Albeit, Bohle and Greskovits (2009) support the need for a newly created category of 

DMEs, they reveal serious and well-founded conceptual shortcomings around the theo-

ry of VoC that question its future applicability. Just to mention some relevant ones:  

 The VoC approach fails to predict whether an economy keeps its original member-

ship in a type of market economy or changes in any direction over time.  

 Looking at successful applications of mixed institutional setups in countries as-

sumed to belong to one of the ideal types (e.g., Germany), the superiority of pure 

types is falsified.  

 They refuse the convergence of all the countries towards either LMEs or CMEs. In 

spite of some country-specific differences, they rather find reasonable to expand 

these by additional country groups with specific institutional mix (e.g., Latin Amer-

ican countries, Central and Eastern Europe).  

Despite the incompleteness of the theory, building on Nölke and Vliegenhart (2009)’s 

work, Bohle and Greskovits (2009) suggest that complementarities across countries—

rather than complementarities among institutions or comparative advantages—may be a 

more valid focus of future research. According to the authors, CEE countries stand out 

in this regard since the development path of the institutions in post-socialist countries 

has been basically stoned by transnational influences. Quoting the authors this may im-

ply that  

“In this case, DME’s institutions would foster specialization in low cost and 

relatively low-skilled segments of the production chain, allowing CMEs to 

deepen their own specialization in the high-skill and high cost production 

segments (p. 380).” 
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In support of a hinterland relationship among post-socialist and more developed EU 

countries, one can read for instance, Nagy et al. (2012) and Medve-Bálint (2014) as 

well. Nagy et al. (2012) delineate that the embeddedness of post-socialist countries into 

the global economy occurred through realigning the division of labor, property and 

firms in Europe after the political transition. The uneven development was worsened by 

neoliberal policies of the European Union. The development of regions changed con-

cerning all the three means that became the source of local conflicts. Permeable national 

borders allowed free flow between border regions that contributed to their uneven de-

velopment, and role of urban centers appreciated due to their increased knowledge and 

information flow and enjoyed better policy support. Analyzing the average annual per 

capita access to foreign direct investments, Medve-Bálint (2014) confirms the positive 

role of EU in channeling FDI and facilitating economic restructuring in CEE econo-

mies. However, he also concludes that these processes did not reduce but deepened the 

gap between Western, and Central and Eastern Europe, as they favored the global com-

petitiveness of the already developed countries. 

Nevertheless, the full picture for the group of Central and Eastern European (CEE) 

countries is not as dark as suggested by some of the described FDI processes. Foreign-

owned firms foster regional economic development in several ways. For instance, they 

employ thousands of workers in the host country (Hardy et al., 2011), increase its export 

potential (Gal, 2014) and may support structural change in regions as they tend to be 

less related to the skills of incumbent businesses (Elekes et al., 2018). Therefore, for-

eign-owned firms are undoubtedly crucial actors in any European economy. 

It is also true that the motivation and impact of foreign direct investments matter 

and may depend on whether they aim at vertical or horizontal disintegration. In case of 

business services, this difference is well-presented in the work by Hardy et al. (2011) 

who analyzed two types of linkages, horizontal disintegration—i.e., a market-seeking 

strategy across territorial (e.g., national) boundaries—and vertical disintegration—i.e., 

an efficiency-seeking strategy which takes place via fragmenting business functions and 

locating them to territories which provide space for higher efficiency. From a historical 

point of view, the FDI related to business services in CEE countries took place in two 

streams. After the economic transition of most post-socialist countries, first, horizontal 

strategies emerged in the market, while vertical investments came after 2000 (Gal, 

2014; Hardy et al., 2011). However, the characteristics and territorial outcome of these 
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two investments are quite dissimilar for instance, in their operational goals, different 

skills sets required (Hardy et al., 2011): 

1) Service subsidiaries established as a result of horizontal disintegration aim to 

provide customized such as—and dominantly—consultancy services. As this 

type of services is accompanied by complex interaction with customers and re-

quires spatial proximity, they are strongly dependent on the quality of the host 

environment. They demand high-level skills which result in significant market-

ing efforts in the labor market. Their services in general are more expansive 

and more standardized than domestic services and they target mostly large 

firms. 

2) Vertical disintegration is centered basically around cost-efficiency, in particu-

lar, accessing skilled and cheap labor. Some typical examples are offshoring 

customer care or IT support services. Compared to horizontal disintegration, 

vertical disintegration may encompass a broader spectrum of skills. This is the 

case for vertical investments in CEE countries too, where services may range 

from the less knowledge-based back-office services to services supporting cor-

porate functions or call centre services in several languages. According to the 

findings by Hardy et al. (2011) in CEE countries vertical investors export al-

most all their services to European or global markets, which suggests that 

proximity to their customers is not relevant. In CEE countries, Hardy et al. 

(2011) point to the strong dominance of vertical investments over horizontal in-

vestments in job creation. 

 

2.3.3. Summary 

After considering related variety as a precondition of territorial servitization processes 

to occur, Section 2.3 provided a theoretical background on additional, however, essen-

tial factors (location, proximity, and territorial heterogeneity in the European Union) 

that influence the feasibility of KITS processes.  

After introducing shortly the evolution of main location theory streams which serve 

as a theoretical ground for today’s locational driving forces, I reviewed the traditional 

and upcoming locational factors that may guide the location choices of manufacturing 

and service, and most importantly, KIBS businesses (Section 2.3.1). Building on the 
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prominent work by Krugman and Porter, static sources of efficiency (e.g., market size) 

which are losing their distinctive value by today, as well as the new, dynamic sources of 

competitive advantage (e.g., specialized infrastructure) were depicted. As a conse-

quence of technological improvements in transportation and information technology 

(IT), a discussion about the changing importance of geographical proximity was also 

presented. Finally, in Section 2.3.2, I reviewed the territorial disparities in the Europe-

an Union which may support or hinder KITS processes. From the literature on the varie-

ties of capitalism (VoC) and foreign direct investment (FDI), it turned out that besides 

the virtuous circle related to entrance of multinational enterprises (MNEs) to the periph-

ery of the EU, a vicious circle related to their investment practices also took place. 

Based on the reviewed literature in both Sections 2.2 and 2.3, the following section 

(Section 2.4) attempts to open up (further) locational factors more related to territorial 

servitization processes in the European Union. This section will provide the basis for 

our research hypotheses tested in two empirical analyses, and organized as follows. In 

Section 2.4.1, I attempt to unveil the determinants of KIBS formation in the regions 

of the European Union. Knowledge-intensive business service (KIBS) firms have been 

recognized as key economic agents that not only are carriers of knowledge but also fa-

cilitate development and innovation processes of their clients. Nevertheless, territories 

do not realize the generally positive effects of the potential dynamics between KIBS and 

manufacturing sectors at the same intensity, in terms of increased KIBS formation rates. 

First, the role of the characteristics of manufacturing in a territory is considered. Se-

cond, following Porter (1994) and McCann and Sheppard (2003), I assess the role of the 

quality of the business environment including both entrepreneurial and institutional fac-

tors which interact and mutually reinforce each other. Additionally, the contradictory 

scholarly findings on the role of related variety in territorial performance may also call 

for the need of this analysis.  

As suggested by Porter (1994), and similar to the case of firms, territories can gain 

competitive edge by relentless innovation efforts, skill and technology upgrading. In-

creasing the value added of manufacturing businesses via integrating valuable services 

by KIBS businesses in manufacturing operations may increase the regional level of in-

novation, and thus, enhance regional competitiveness and economic growth (Lafuente et 

al., 2017). Nevertheless, KIBS businesses are not homogeneous in their profile and in-

novation level, and a relevant question for this chapter is how KIBS’ heterogeneity con-
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ditions their contribution to the performance of both manufacturing businesses and, in-

directly or directly, of regions. Consequently, a separate section, Section 2.4.2 will as-

sess the role of different KIBS businesses on the potential realization of KITS, more 

concretely, in the economic contribution of the regional manufacturing sector.  

In spite of the crucial importance of MNEs and large enterprises (e.g., investment 

and export potential) which account for less than one percent of businesses in across EU 

economies (European Commission, 2015), I argue that besides case studies on large 

businesses’ practices, it is important to analyze aggregate outcomes of markets mainly 

populated by small businesses. There are at least two reasons that motivate this argu-

ment. First, small businesses are relevant employers and contributors to the economic 

performance of countries and subnational regions (European Commission, 2015). Se-

cond, even if MNEs generally show fast recovery and higher resistance to economic 

shocks, the less relevant role of geographical proximity—especially in case of vertical 

investments—may result in the relocation of their activity to more attractive territories 

(e.g., Coe et al., 2008; Sass and Szalavetz, 2014). Also, as Taleb (2010) describes, in-

stead of extreme dependence on a few economic actors, territorial resistance would re-

quire the presence of a kind of safety stock.  

Accounting for the specific characteristics of the KIBS-manufacturing interaction 

depicted in the literature, I also argue that for small firms in general, geographical prox-

imity to certain resources still constitute an important decision factor in choosing their 

location. Therefore, despite the potential substitution (or support) offered by additional 

proximity types, especially, for territorial servitization processes, spatial closeness 

should remain as a mediating factor of business interactions. This argument is supported 

by previous studies (e.g., Lafuente et al., 2010; Porter, 1998).  

 

2.4. Hypotheses development 

2.4.1. Determinants of KIBS formation in the regions of the European Union 

 

2.4.1.1. Knowledge-intensive territorial servitization (KITS) and the regional 

manufacturing characteristics 

Because of the specific characteristics of their internal processes, the competitive ad-

vantage of KIBS firms heavily relies on external knowledge. As knowledge and talent 
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constitute their most relevant inputs (Boone and Ganeshan, 2001; Garicano and Wu, 

2012), the origins of their contextual dependence are twofold. First, the most important 

carriers of these inputs (knowledge and talent) are their employees, that is, to them the 

quality of human resource is essential. Second, KIBS’ knowledge stock basically grows 

with the accumulated experience on customized and time-changing problem solving for 

their business clients (Scarbrough et al., 2004). These operational characteristics imply 

that KIBS firms face the potential challenge of dealing with unprecedented cases that 

require additional knowledge and also, of managing frequent interactions in an efficient 

way (Garicano and Wu, 2012). Therefore, and because knowledge acquisition requires 

proximity, “…knowledge spillover entrepreneurship will tend to be spatially located 

within close geographic proximity to the source of knowledge actually producing that 

knowledge (Audretsch et al., 2006, p. 29)”. Although spillover effects among KIBS 

businesses and other regional entities may often be mediated of other types of proximity 

such as cognitive or organizational proximity (Boschma, 2005), several empirical stud-

ies prove that geographic proximity plays an important role (e.g., Fernandes and Fer-

reira, 2013; Lafuente et al., 2016). 

Enhanced value appropriation also depends on the characteristics of the territory’s 

manufacturing industry (Kohtamäki and Partanen, 2016). Fritsch and Changoluisa 

(2017) find that the formation of new service businesses affects the productivity of in-

cumbent manufacturers more positively than regional firm formation rates in general. 

Thus, the proposed knowledge-based territorial servitization constitutes a special case of 

service interactions that result from the complementarities between manufacturing and 

KIBS firms. Lafuente et al. (2017) propose a mutually reinforcing circle between the 

formation of new KIBS firms—that stimulates employment in new manufacturers—and 

the regions’ manufacturing sector whose activity is conducive to greater rates of new 

KIBS firms. Following this theory and evidence, it seems logical to assume that existing 

manufacturing firms can stimulate the formation of KIBS firms or attract new KIBS 

businesses to the region. This is evidenced by prior scholarly work that showed that the 

demand of manufacturing firms can affect the location decision of business service 

firms (Gallego and Maroto, 2015; Guerrieri and Meliciani, 2005). Therefore, the first 

hypothesis emerges: 

H1: A positive relationship exists between the manufacturing specialization of a re-

gion and the rate of new KIBS firms. 
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European markets are primarily populated by small businesses (European Commis-

sion, 2015), and manufacturing sectors are not the exception. Because of the generally 

positive effects of the increased provision of knowledge-based services on manufactur-

ers’ performance, it is relevant to question whether the benefits of territorial 

servitization are evenly accessible for all manufacturers. I argue that small manufactur-

ers will demand knowledge-based services if they add value to the business’ core prod-

ucts. 

Servitization can be seen as a reaction to market pressures, and two scenarios emerge 

for manufacturing SMEs pursuing enhanced competitive advantage through this strate-

gy. First, small manufacturers could integrate a portfolio of services into their product 

offering (e.g. after-sale maintenance). However, most SMEs are exposed to liabilities of 

smallness and/or newness as well as to resource constraints—i.e., operational, financial 

and organizational—that may limit their capacity to implement servitization strategies 

internally (Huikkola et al., 2016). Second, manufacturing SMEs could servitize via out-

sourcing the service to an external provider (Visnjic and Van Looy, 2013). Here, col-

laborations with local KIBS firms are critical to sustain the competitive advantage of 

manufacturing SMEs (Doloreux and Shearmur, 2013), and to support territorial 

servitization by restructuring the local industry (Lafuente et al., 2017). 

The adoption of servitization strategies may well be conditioned by the intra-or inter-

industry interactions between businesses in a focal region. Fritsch and Changoluisa 

(2017) find that incumbent manufacturers benefit more from interactions—i.e., input 

market competition—with businesses in other industries, which constitutes an example 

of Jacobian externalities. Servitization strategies may be especially attractive for new 

and small manufacturers often subject to severe resource constraints (Lafuente et al., 

2017; Szerb et al., 2014). In this scenario, the positive effects of territorial servitization 

will become evident if new manufacturing SMEs have a greater possibility to introduce 

value-adding services provided by local KIBS. Thus, we hypothesize: 

H2: A negative relationship exists between the average size of new manufacturing 

businesses in a region and the rate of new KIBS firms. 
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2.4.1.2. Knowledge-intensive territorial servitization and the role of the entre-

preneurial ecosystem 

So far, our arguments suggest that territories can achieve superior rates of new KIBS 

firms by supporting the renaissance of manufacturing sectors, regardless their signifi-

cant economic presence in the territory. Nevertheless, specific support policies that 

prove themselves effective in some regions may not be so in other contexts. As Porter 

(1998, p. 88) argues, “The mere colocation of companies, suppliers, and institutions 

creates the potential for economic value; it does not necessarily ensure its realization”. 

Thus, McCann and Sheppard (2003) call attention to the need to integrate the effects 

and preferences for the environment in the production-location frameworks. Growing 

evidence shows that the complex interactions between entrepreneurial actions and 

place-based characteristics shape territorial performance (Acs et al., 2014; Autio et al., 

2015). Therefore, between-industry interactions do not result solely from the presence 

of more businesses, and territories are heterogeneous in their capacity to attract KIBS 

firms. We argue that, among the different sources of territorial heterogeneity, the devel-

opment of the entrepreneurial ecosystem is an important region-specific factor with rel-

evant implications for KITS. 

Since Schumpeter (1934), the role of entrepreneurship as a vital component of terri-

torial development has increasingly drawn scholarly attention, and it has evolved in two 

main directions. On the one hand, the emphasis on the quality of new enterprises has 

started prevailing against the traditional quantity-based analysis of the role of entrepre-

neurship on territorial development (Qian et al., 2013). On the other hand, scholars 

acknowledge that environmental embeddedness influences the quality of entrepreneur-

ship and have proposed a systemic view of entrepreneurship (Falck, 2007; Spigel, 

2017). This systemic approach has led to develop the concepts of industrial districts 

(Marshall, 1920), clusters (Porter, 1998) and regional innovation systems (Cooke et al., 

1997). 

According to Acs et al. (2014, p. 479), the entrepreneurial ecosystem is defined as 

“…the dynamic, institutionally embedded interaction between entrepreneur-

ial attitudes, abilities, and aspirations by individuals, which drives the allo-

cation of resources through the creation and operation of new ventures”.  

 

Recent work emphasizes that a healthy entrepreneurial ecosystem yields to superior 

territorial performance (Acs et al., 2014; Lafuente et al., 2016). 
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The entrepreneurial ecosystem approach shares the characteristics of complexity and 

multidimensionality (Acs et al., 2014), and focuses on the systemic interactions between 

entrepreneurs and institutions. Entrepreneurs play an organic part in creating and main-

taining a healthy ecosystem, while the ecosystem catalyses successful entrepreneurship 

to the economy in the form of new businesses (Acs et al., 2014). According to Szerb et 

al. (2014), the positive effects of the entrepreneurial ecosystem depend on how compre-

hensive and available its specialized resources are to entrepreneurs. Yet, some territorial 

impulses come from a broader, national level (e.g., regulation), while other factors (e.g., 

the quality of human capital, networking and innovation) carry specific characteristics 

below country level (Stam, 2007). Also, entrepreneurial ecosystems are territorially 

bounded, being Silicon Valley, Copenhagen and Cambridge one of the most well-

known examples. 

But, how can the entrepreneurial ecosystem contribute to the KITS process via new 

KIBS’ formation rates? From a systemic perspective, entrepreneurship implies a re-

source mobilization process in which individuals pursue economic opportunities 

through entrepreneurial actions. At the territorial level, resource mobilization creates a 

process of ‘entrepreneurial churn’ that drives resource allocation to more productive 

activities (Reynolds et al., 2005). The capacity of an entrepreneurial ecosystem to facili-

tate this resource allocation process is evidence of its quality. Compared to other entre-

preneurial ecosystems, a high-quality ecosystem is characterized by superior factors that 

are conducive to enhanced territorial performance, such as well-developed social net-

works and digital infrastructures. However, judgments about the potential feasibility of 

entrepreneurial actions can be influenced by contextual factors, such as support struc-

tures and local network availability (e.g., suppliers, customers). Also, related to the ex-

isting knowledge stock in the certain territory, “…since the new firm will be started 

from knowledge that has spilled over from the source producing that new knowledge 

(Audretsch et al., 2006, p. 44)”, more new KIBS businesses will be launched in spatial 

“…contexts where investments in new knowledge are relatively high (Audretsch et al., 

2006, p. 44)”. Thus, the institutional framework acts as a regulator both of the feasibil-

ity of entrepreneurial projects and of the outcomes of entrepreneurial ventures (Acs et 

al., 2014). We, therefore, hypothesize: 

H3: A positive relationship exists between the quality of the regional entrepreneurial 

ecosystem and the rate of new KIBS firms. 
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In the context of the proposed KITS process, a healthy entrepreneurial ecosystem 

will likely strengthen the connection between local manufacturers and KIBS businesses 

by nurturing the system with the appropriate mechanisms to create/develop this rela-

tionship. For example, developed network structures that facilitate the connection be-

tween manufacturers and KIBS are part of a solid entrepreneurial ecosystem that, in 

turn, may yield a stronger KITS (Arnold et al., 2016; Lafuente et al., 2017). Also, the 

entrepreneurial ecosystem may improve resource allocation processes by channeling 

new entrepreneurial ventures to productive areas, which will translate into increased 

incentives for entrepreneurs to create KIBS businesses in settings where manufacturing 

firms are mostly new and small, and demand knowledge-based services. Existing evi-

dence justifies specific location advantages that manufacturers may seek in a territory, 

such as energy costs, concentration of employment (Carlton, 1983), lower level of cor-

porate tax rate, and public infrastructure (Bartik, 1985). In this scenario, the entrepre-

neurial ecosystem provides the conditions to realize the economic potential of new 

KIBS businesses. Following this line of thought, we propose the following hypotheses 

linking the entrepreneurial ecosystem to the KITS process: 

H4: At the regional level, the entrepreneurial ecosystem moderates the positive rela-

tionship between the manufacturing specialization and the rate of new KIBS firms. 

H5: At the regional level, the entrepreneurial ecosystem moderates the negative rela-

tionship between the average size of new manufacturing businesses and the rate of new 

KIBS firms. 

 

2.4.2. The differentiating role of technology-based and professional KIBS 

firms on the economic contribution of manufacturing businesses  

Although there is no single definition of knowledge-intensive business service firms  

accepted in the literature (e.g., Windrum and Tomlinson, 1999; Bettencourt et al., 

2002), the proposed definitions have a common understanding on the relevance of 

KIBS’ knowledge potential which may manifest in own and other firm-level innova-

tions (Wood et al., 1993). Therefore, KIBS businesses can play a twofold role as organ-

ic and catalyzing agents in territories’ innovation system. First, as sources of internal 

innovations, they may constitute an essential part in the evolution of regional economies 
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themselves. Second, KIBS can act as mediators of external innovations that they cata-

lyze via co-evolutionary processes (Muller and Zenker, 2001).  

The abilities of KIBS firms to shape regional innovation and facilitate economic de-

velopment may stem from their unique operational characteristics such as sale of 

knowledge as product and high dependence on interactions with clients (Windrum and 

Tomlinson, 1999; Scarbrough et al., 2004). As Doloreux and Shearmur (2010) show, 

the main innovation efforts of KIBS firms reflect well their operational characteristics 

(customized solutions, information technology deepening, etc.).  

Because of the capacity of KIBS firms to generate and channel value-added services 

both at firm and regional levels, EU policy makers have intensified their efforts to pro-

mote and develop a solid KIBS sector as part of their strategy for consolidating 

knowledge-based economies (European Commission, 2012a). At the business level, 

Muller and Zenker (2001) revealed that the rate of manufacturing firms introducing in-

novations can be significantly higher for interacting manufacturers, which are more 

willing to invest in innovation and cooperate with research institutions. The tendency to 

innovate also held true among interacting and non-interacting KIBS firms. However, 

more non-interacting KIBS firms invested in innovation and there was hardly any dif-

ference in their rate of interacting with research institutions. Considering the inherent 

characteristic of KIBS firms to facilitate innovation of their clients, I propose the fol-

lowing hypothesis:  

H6: At the regional level, KIBS businesses have a positive impact on the contribution 

of manufacturing firms to the economy. 

 

Regional innovation processes show an interesting similarity with chemical reac-

tions: they require the right ingredients, in the right quantity interacting at a certain 

point in time and space. As we already presented, for positive inter-industry effects, one 

of the preconditions that should be met is connected with related variety (e.g., 

Ketelhöhn, 2006; Boschma and Iammarino, 2009; Tavassoli and 

Jienwatcharamongkhol, 2016). However, in spite of the generally proposed intercon-

nectedness between KIBS and manufacturing businesses, both scholarly logic and find-

ings call for a deeper analysis of the role of KIBS on regional innovation systems. The 

most popular academic approach to study KIBS is based on the proposal by Miles et al. 

(1995), who divided KIBS into two main groups: technology-based services (t-KIBS) 
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and professional services (p-KIBS). The main difference between these groups lies in 

the intensity of use of new technology. Based on this classification, typical examples of 

t-KIBS are IT-related services, R&D consulting, while p-KIBS are mostly businesses 

dealing with management services or market research.  

These two types of KIBS possess business-specific characteristics. Tether and Hipp 

(2002) found that technical service firms and especially knowledge-intensive technical 

service businesses may be more willing to introduce innovations. In addition, among 

innovative service firms knowledge-intensive technical service firms tend to do more 

research and development. According to Doloreux and Shearmur (2010), t-KIBS firms 

offer their clients more tangible products such as computer systems or programs that 

make them more replicable. Thus, in today’s globalized world, innovation and distribu-

tion play a crucial role in their operations. As these businesses produce complex tech-

nologies, it is important that the invested financial capital turns over in the short term. 

On contrary, p-KIBS produce less identifiable services such as advice or design, thus 

they are less forced to engage in technological (product or process) innovation. 

By studying servitization strategies of manufacturing firms in developed economies, 

including (among others) Belgium, Austria, Germany, Spain, Greece and Sweden, 

Neely (2008) found that while some types of services (e.g., design and development 

services) appear generally in all the analyzed economies, others like systems and solu-

tions services can be attributed to countries like Sweden and Germany. He proposes that 

this result may be consequence of the “industrial heritage” (p. 109) of these economies. 

Additionally, Doloreux and Shearmur (2010) observed that computer service businesses 

are more likely to perform in house R&D and purchase electronic hardware than other 

technical and consulting service firms. They also use internal information sources, sup-

pliers as information sources of innovation and they are the least willing to appeal to 

other external information sources. Product innovation, process innovation and market-

ing innovation are also more typical in these businesses.  

Although Muller and Zenker (2001) proposed that cooperation and innovation will-

ingness of businesses may include collaborations with different regional and national 

patterns, there is a limited number of studies analyzing the potential regional benefits of 

a heterogeneous KIBS industry from this point of view. In general for service business-

es, Arnold et al. (2016) found that banking, telecommunications, insurance and 

transport reforms positively influenced the productivity of Indian manufacturers. At a 
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firm level, Horváth and Szerb (2018) found that the use of digitization and IT-based 

cash management practices is positively related to the labor productivity of non 

knowledge‐based SMEs including manufacturing businesses. 

Based on the above mentioned operational and innovation related characteristics of 

different KIBS businesses, I propose the following hypothesis: 

H7: At the regional level, the positive effect of KIBS on the contribution of manufactur-

ing firms to the economy is stronger among technology-based KIBS firms, compared to 

professional-based KIBS firms. 

After presenting all the seven hypotheses of this study, in the next chapter (Chapter 

3), I introduce the data, variables, and method that underlie the empirical analyses.  

 

  



 

47 

Chapter 3: Data and method 

To test the seven hypotheses proposed in Chapter 2, two main empirical analyses will 

be conducted. The first empirical analysis focuses on the determinants of KIBS for-

mation in the regions of the European Union, and addresses hypotheses 1 to 5. The se-

cond analysis aims to analyze the potentially differentiating effect of specific 

knowledge-intensive business service firms on the economic contribution of manufac-

turing businesses, and deals with the rest, hypotheses 6 and 7. As these analyses partial-

ly share their underlying datasets, variables and apply the same method, these are han-

dled together and presented in the same subchapters. First, Section 3.1 introduces the 

sample characteristics, then Section 3.2 describes the study variables, and finally, Sec-

tion 3.3 presents the method.  

 

3.1. Sample 

The data used in this study come from three sources. First, the data related to the KIBS’ 

business formation rate and the size of new manufacturing businesses were collected 

from the annual population surveys available at the Global Entrepreneurship Monitor 

(GEM) Regional databases. GEM is one of the world’s most extensive surveys on en-

trepreneurship with a database that includes information for more than 100 countries. 

The representativeness of the GEM’s Adult Population Survey (APS) is ensured as in-

sofar as it includes information for a minimum of 2000 adults per participating territory, 

thus yielding a representative picture of entrepreneurial activity in the sampled territo-

ries (Reynolds et al, 2005). Scholars and policy makers increasingly acknowledge the 

value of GEM data, and the vast stock of empirical studies based on GEM data includes, 

among others, Bosma and Schutjens (2011), Lafuente et al. (2007), Sternberg (2012). 

This source is exclusively used in the first empirical analysis. 

Second, the variable measuring the quality of the entrepreneurial ecosystem across 

European regions was obtained from the Regional Entrepreneurship and Development 

Index (REDI) databases. In the context of this project—also called as the regional 

GEDI (Global Entrepreneurship and Development Index) (Lafuente et al., 2016)—the 

REDI score is an index number based on multiple data sources, including the GEM’s 

APS, Eurostat, World Bank, World Economic Forum, and the Heritage Foundation. The 
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REDI index—which constitutes an accurate proxy to measure the quality of the regional 

entrepreneurial ecosystem—has been used in prior studies dealing with entrepreneurial 

ecosystems at the regional level (Acs et al., 2015; Audretsch and Belitski, 2017). 

Third, the rest of our study variables, such as information on the rate of manufactur-

ers, GDP per capita, and population density at the regional level, was obtained from the 

statistical office of the EU (Eurostat).  

To alleviate potential regional shocks, all the variables used in the analyses are ex-

pressed in terms of average values between 2012 and 2014. For both of the analyses, 

the unit of analysis is the region. The final sample includes information for 121 regions, 

following the EU’s official territorial classification system, namely the Nomenclature of 

Territorial Units for Statistics (NUTS). It should be noted that the final sample includes 

67 NUTS-1 regions and 54 NUTS-2 regions. The proposed strategy based on the analy-

sis of sub-national units is similar to prior work evaluating relevant economic problems 

and targeting economic policies (see, e.g., Meliciani and Savona, 2015; Porter, 1994). 

The choice to use mixed statistical regions is crucial in this study, and can be explained 

by both data availability and methodological issues.  

First, the level of data aggregation in the GEM Regional and the REDI databases is 

heterogeneous among countries. For instance, in Germany data is available at NUTS-1 

level, while in Hungary we have NUTS-2 level regions. Second, one could say that a 

separate analysis exclusively focused on NUTS-1 or NUTS-2 regions would yield a 

more elegant methodological approach. However, this argument is mistaken for at least 

two reasons. Including only NUTS-1 or NUTS-2 regions in the analysis would suffer 

from model specification problems (i.e., model misspecification) that arise from ignor-

ing geographic proximity conditions of regions in each subsample. For instance, various 

regions in Spain and Hungary border France and Austria, respectively; and a spatial 

model on the subsample of NUTS-1 regions would yield inefficient (biased) and incon-

sistent estimators due to model misspecification arising from ignoring the spatial effects 

coming from all neighboring regions. In addition, even regions at the same statistical 

level might highly vary in terms of their geographical area (e.g., see Berlin and the 

Czech Republic).  

The representativeness of the sample is ensured insofar as it includes regions from 24 

European countries: Austria (3 regions), Belgium (3 regions), Croatia (2 regions), 
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Czech Republic (1 region), Denmark (5 regions), Estonia (1 region), Finland (4 re-

gions), France (8 regions), Germany (16 regions), Greece (3 regions), Hungary (7 re-

gions), Ireland (2 regions), Italy (4 regions), Latvia (1 region), Lithuania (1 region), 

Netherlands (4 regions), Poland (6 regions), Portugal (5 regions), Romania (4 regions), 

Slovak Republic (4 regions), Slovenia (2 regions), Spain (15 regions), Sweden (8 re-

gions), and the United Kingdom (12 regions). The list of the study regions is presented 

in Table 2. 

 

Table 2. List of sampled regions used in the analysis 

Country NUTS level Regions 

Austria NUTS 1 Eastern Austria, Southern Austria, Western Austria 

Belgium NUTS 1 Brussels-Capital Region, Flemish Region, Walloon Region 

Croatia NUTS 2 Continental Croatia, Adriatic Croatia 

Czech Republic NUTS 1 Czech Republic 

Denmark NUTS 2 
Hovedstaden, Sjælland, Southern Denmark, Midtjylland, 

Nordjylland 

Estonia NUTS 1 Estonia 

France NUTS 1 
Île-de-France, Bassin parisien, Nord, Est, Ouest, Sud-Ouest, 

Centre-Est, Méditerranée 

Finland NUTS 2 
West Finland, Helsinki-Uusimaa, South Finland, North & 

East Finland 

Germany NUTS 1 

Baden-Württemberg, Bayern, Berlin, Brandenburg, Bremen, 

Hamburg, Hessen, Mecklenburg-Vorpommern, Niedersach-

sen, Nordrhein-Westfalen, Rheinland-Pfalz, Saarland, Sach-

sen, Sachsen-Anhalt, Schleswig-Holstein, Thuringen 

Greece NUTS 1 Voreia Ellada, Kentriki Ellada, Attiki 

Hungary  NUTS 2 

Central Hungary, Central Transdanubia, Western 

Transdanubia, Southern Transdanubia, Northern Hungary, 

Northern Great Plain, Southern Great Plain   

Ireland NUTS 2 
Border, Midland and Western NUTS-II Region, Southern and 

Eastern NUTS-II Region 

Italy NUTS 1 Northwest Italy, Northeast Italy, Central Italy, South Italy 

Latvia NUTS 1 Latvia 

Lithuania NUTS 1 Lithuania 

 



 

50 

Table 2. Continued  

Country NUTS level Regions 

Netherlands NUTS 1 
Northern Netherlands, Eastern Netherlands, Western Nether-

lands, Southern Netherlands 

Poland NUTS 1 

Region Centralny, Region Południowy, Region Wschodni, 

Region Północno-Zachodni, Region Południowo-Zachodni, 

Region Północny 

Portugal NUTS 2 
Norte Region, Algarve, Centro Region, Lisboa Region, Alen-

tejo Region 

Romania NUTS 1 
Macroregion one, Macroregion two, Macroregion three, 

Macroregion four 

Slovak Republic NUTS 2 
Bratislava Region, Western Slovakia, Central Slovakia, East-

ern Slovakia 

Slovenia NUTS 2 Eastern Slovenia, Western Slovenia 

Spain NUTS 2 

Galicia, Asturias, Cantabria, Basque Community, Navarre, La 

Rioja, Aragon, Madrid, Castile-Leon, Castile-La Mancha, 

Extremadura, Catalonia, Valencian Community, Andalusia, 

Region of Murcia 

Sweden NUTS 2 

Stockholm, East Middle Sweden, Småland and the islands, 

South Sweden, West Sweden, North Middle Sweden, Middle 

Norrland, Upper Norrland 

United Kingdom NUTS 1 

North East, North West, Yorkshire and the Humber, East 

Midlands, West Midlands, East of England, London, South 

East, South West, Wales, Scotland, Northern Ireland 

 

Note that 14 out of the 24 analyzed countries are located in Western Europe, while 

the remaining 10 countries are located in Central and Eastern Europe. Additionally, at 

the regional level our sample includes 92 Western European regions and 29 regions 

from Central and Eastern European countries. 
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3.2. Variable definition 

3.2.1. Dependent variable  

In the first analysis, the dependent variable is the rate of new KIBS businesses, meas-

ured as the number of new KIBS firms divided by the total number of new businesses in 

the region. In the context of our analysis, this variable helps to capture business for-

mation rates and other relevant economic processes in highly heterogeneous regions, in 

terms of size. This measure allows us to analyze territorial servitization processes in our 

study regions that may be countries (e.g., Czech Republic) but also city regions (e.g., 

Berlin). Prior work has used similar variables to analyze various regional phenomena 

(Garofoli, 1994; Mason et al., 2011; Tabellini, 2010) and relationships associated with 

territorial servitization processes (Lafuente et al., 2017). 

Additionally, the construction of this variable requires refinement in two aspects: the 

definition of KIBS firms, and the measurement of new businesses. First, to accurately 

identify KIBS sectors, and similar to Leydesdorff and Fritsch (2006), and Volgmann and 

Münter (2018), we use the classification of knowledge-intensive services (KIS) pro-

posed by the Eurostat (2016) as our starting point, and narrow it to specifically B2B 

(business-to-business) sectors. As a result
5
, we involve the following industrial sectors 

in our analysis: water transport (NACE Rev-2: 50), air transport (NACE Rev-2: 51), 

telecommunications (NACE Rev-2: 61), computer programming, consultancy and relat-

ed services (NACE Rev-2: 62), information service activities (NACE Rev-2: 63), legal 

and accounting activities (NACE Rev-2: 69), activities of head offices; management 

consultancy activities (NACE Rev-2: 70), architectural and engineering activities; tech-

nical testing and analysis (NACE Rev-2: 71), scientific research and development 

(NACE Rev-2: 72), advertising and market research (NACE Rev-2: 73), other profes-

sional, scientific and technical activities (NACE Rev-2: 74), employment activities 

(NACE Rev-2: 78), and security and investigation activities (NACE Rev-2: 80). 

Second, and following the GEM classification standards, we identify new businesses 

as firms up to 42 months of market experience (3.5 years). This can be a good choice 

for a borderline, as the market position of firms in their first 3-4 years is usually uncer-

                                                 
5 I also considered NACE Rev-2 codes, regional data in the Eurostat Regional Database, and included 

only those industries that had available data for the overall number of KIBS businesses in the analysed 

regions. 
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tain and most of them even stop their operations those years (Reynolds et al., 2005)
6
. 

Figure 3 visually shows the distribution of new KIBS businesses for the study regions. 

Class breaks correspond to values that divide the distribution of the variable into five 

equal-width intervals. The number of regions belonging to a given interval is indicated 

in parenthesis
7
. As the map illustrates, EU regions are unevenly distributed in terms of 

their KIBS formation rate. In almost half of the study regions, the proportion of KIBS 

firms among new businesses is between 10% and 20%. Only four regions have more 

than 40% KIBS formation rate: two Swedish regions (Upper Norrland and South Swe-

den) and two German regions (Sachsen and Thuringen). Regions with the lowest KIBS 

formation rate are located in a more dispersed way, for instance, we can find some in 

Germany, Italy, Spain, and in Poland too.  

 

Figure 3. Geographic distribution of the rate of new KIBS businesses across European 

regions 

 

 

In the second analysis, the dependent variable is the regional economic contribution 

of manufacturing businesses operationalized via the average gross value added (GVA) 

                                                 
6 The timing of the GEM annual population survey allows at distinguishing between businesses created in 

the same year of the survey (firms with less than 6 months of market experience) and firms created in the 

year prior to the survey. This criterion leads to define new business as those firms with less than 42 

months of market experience. 
7 The same visualization technique is applied to the rest of the dependent and independent variables.  
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generated by manufacturing firms divided by manufacturing workers. Previous studies 

have applied this measure as the indicator of regional productivity (Esteban, 2000) and 

economic performance (Audretsch and Keilbach, 2004). The GVA measures the value 

of goods and services produced by the study sectors, which represents a good proxy of 

the contribution of manufacturing businesses to the regional economy.  

Additionally, for illustrative purposes Figure 4 displays the distribution of the GVA 

per worker expressed in million of Euros across the analyzed European regions. The 

map shows that distribution of the variable is strongly skewed to the right. CEE coun-

tries such as Hungary, Romania, Croatia, Slovakia and the Baltic countries typically 

have the least productive manufacturing sector per worker. Only two regions, Southern 

and Eastern (Ireland) and Region Centralny (Poland) fall into the top category, and two 

other regions have quite highly productive manufacturing industries on average, Stock-

holm and Border Midland and Western in Ireland as well.  

 

Figure 4. Average manufacturing gross value added (GVA) per worker in the analyzed 

European regions (in million of Euros) 

 

 

3.2.2. Independent variables  

The first empirical analysis has three main independent variables: 1) the quality of the 

entrepreneurial ecosystem, and variables related to the manufacturing characteristics of 
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a region, namely, 2) the rate of manufacturers and the average size of new manufactur-

ers.  

Entrepreneurial ecosystem. We employ the REDI index developed by Szerb et al. 

(2014) to measure the quality of the entrepreneurial ecosystem. Above the complexity 

that entrepreneurial ecosystem measures embrace, two reasons validate the choice of the 

REDI to measure this concept. First, a strong theoretical background supports the struc-

ture of the index (Szerb et al., 2014). The most important brick of the REDI concept is 

the notion of entrepreneurship as a systemic issue (Acs et al., 2014; Baumol, 1996) that 

manifests in the interaction of individual efforts with their institutional context, and the 

pillars of a region’s ecosystem itself. More concretely, the composite index captures the 

key elements of entrepreneurial ecosystem in six levels: 1) 76 sub-indicators, 2) 36 in-

dicators, 3) 28 variables, 4) 14 pillars, 5) 3 sub-indices and finally, the 6) REDI index. 

The structure of the index is depicted in Table 3. 

Second, the computation of the REDI index is aligned with the Organization for 

Economic Co-operation and Development (OECD)’s Handbook on constructing com-

posite indicators (Giovannini et al., 2008). In short, the main steps are the following 

(for a detailed description, see Szerb et al. (2017)). First, pillar values are derived from 

multiplying the individual variable with the respective institutional variable. Thus, they 

reflect the combined effect of these elements. The second step serves to select a reacha-

ble benchmark that lagging regions can rationally aim at. Outliers are handled by the 

use of capping at the 95 percentile. Then, pillars are arranged to the same [0, 1] magni-

tude. This is accomplished by distance normalization that preserves the relative differ-

ences amongst regional values. Fourth, to ensure that reaching the same performance by 

increasing pillar values requires the same resources, different averages of the 14 pillars 

are brought to the same level. The average equalization is conducted by the Newton-

Raphson method. Although, bottleneck at pillar level hinders overall regional perfor-

mance, its improvement enhances regional performance to a larger extent than policy 

interventions in other field. Thus, using a penalty for bottleneck (PFB) methodology in 

step 5, the value of each pillar in a region is penalized by linking it to the score of the 

weakest performing pillar in the same region. After these transformations, sub-indices 

are calculated as the arithmetic averages of pillar values, and multiplied by 100. Thus, 

as the further arithmetic average of the 3 sub-indices, REDI can range from the potential 
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values of 0 to 100. The higher the regional REDI score, the better the quality of the en-

trepreneurial ecosystem is.  

 

Table 3. Structure of the Regional Entrepreneurship and Development Index (REDI) 
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Sub-indices Pillars Variables (individual/institutional) 

Entrepreneurial  

Attitudes  

Sub-index 

Opportunity perception 
Opportunity recognition 

Market agglomeration 

Startup skills 
Skill perception 

Quality of education 

Risk acceptance 
Risk perception 

Business risk 

Networking 
Knows entrepreneur 

Social capital 

Cultural support 
Carrier status 

Open society 

Entrepreneurial  

Abilities  

Sub-index 

Opportunity startup 
Opportunity motivation 

Business environment 

Technology adoption 
Technology level 

Absorptive capacity 

Human capital 
Educational level 

Education and training 

Competition 
Competitors 

Business strategy 

Entrepreneurial 

Aspirations  

Sub-index 

Product innovation 
New product 

Technology transfer 

Process innovation 
New technology 

Technology development 

High growth 
Gazelle 

Clustering 

Globalization 
Export 

Connectivity 

Financing 
Informal investment 

Financial institutions 

Source: Szerb et al. (2017) 
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For illustrative purposes, Figure 5 displays the distribution of the REDI index across 

the analyzed European regions. The figure shows that Helsinki-Uusimaa constitutes an 

example of a region with high-quality entrepreneurial ecosystem, while a region with 

one of the lowest-quality ecosystems is Voreia Ellada (Greece). Similar to the average 

manufacturing GVA per employee, many CEE regions are classified among the regions 

with the least developed entrepreneurial ecosystem.  

 

Figure 5. Entrepreneurial ecosystem (REDI) in the analyzed European regions 

 

 

Manufacturing characteristics. We use two variables related to the regional indus-

trial base. First, following the same logic behind the construction of the rate of new 

KIBS businesses in regions, we introduce the rate of manufacturers, calculated as the 

number of manufacturing units divided by the total business units in the region. This 

variable captures the regional specialization in manufacturing activities. Second, and 

similar to Lafuente et al. (2017), we include the average size of new manufacturers de-

fined as the average number of employees of new manufacturers in the region. The 

number of employees reflects the employment state in June of a given year, adapted to 

timing of the GEM annual survey. We use the term “new business” consistently with 

the definition of new for the KIBS businesses detailed above. In all model specifica-

tions, these variables were logged to reduce skewness.  
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First, Figure 6 depicts the rate of manufacturing in the context of the European Un-

ion. Compared to the previous variables, the map shows that the rate of manufacturers is 

even more strongly and clearly skewed to the right. In more than 70% of the regions, 

manufacturing firms give less than 10.71% of the total number of businesses. However, 

still the dominance of manufacturers can be observed in many CEE regions. Croatia has 

especially high specialization in manufacturing, as well as two regions in Slovakia, 

Eastern and Western Slovakia, and one in Slovenia, Eastern Slovenia also rank amongst 

the most specialized regions.  

 

Figure 6. Geographic distribution of the rate of manufacturing sectors (specialization) in 

Europe 

 

 

Second, Figure 7 is the visualization of the distribution of the average size of new 

manufacturing businesses in EU regions. Note that in order to improve the usability of 

the map I excluded Berlin that was an outlier region with 94 employees per new manu-

facturing business on average. The previous tendency applies for this variable as well, 

as new manufacturers in most regions are very small; they have maximum 5.75 em-

ployees on average. Regions with larger new manufacturing firms are not concentrated 

in space. They can be found both in Austria, Poland, Germany and Croatia.  
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Figure 7. Average size of new manufacturing businesses in the analyzed European re-

gions 

 

 

In the second empirical analysis, we apply the following independent variables: 1) 

KIBS rate and the rate of its specific subgroups, 2) technological KIBS rate (t-KIBS 

rate) and 3) professional-oriented KIBS rate (p-KIBS rate).  

Variables linked to KIBS’ share in a territory. Following the classification by Eu-

rostat (2016) which we used to define the rate of new KIBS businesses—the dependent 

variable in our first analysis—, the main independent variables are the rate of different 

types of KIBS at regional level, measured as the proportions in the region’s total number 

of businesses. We split the KIBS businesses according to whether they are more techno-

logical- (t-KIBS) or professional-oriented (p-KIBS) businesses and, for each region and 

each type of KIBS, we introduce in the regression models the rate of KIBS relative to 

the total number of firms. The overall KIBS rate is calculated based on the same logic. 

We consider t-KIBS as firms in the fields of telecommunications (NACE Rev-2: 61), 

computer programming, consultancy and related services (NACE Rev-2: 62), infor-

mation service activities (NACE Rev-2: 63) and scientific research and development 

(NACE Rev-2: 72). The group of p-KIBS includes businesses whose main activity falls 

into the following categories: water transport (NACE Rev-2: 50), air transport (NACE 

Rev-2: 51), legal and accounting activities (NACE Rev-2: 69), activities of head offices; 
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management consultancy activities (NACE Rev-2: 70), architectural and engineering 

activities; technical testing and analysis (NACE Rev-2: 71), advertising and market re-

search (NACE Rev-2: 73), other professional, scientific and technical activities (NACE 

Rev-2: 74), employment activities (NACE Rev-2: 78), and security and investigation 

activities (NACE Rev-2: 80). Similar categorization is applied in Miles et al. (1995), 

and Consoli and Elche-Hortelano (2010).  

Figure 8 presents the distribution of the analyzed European regions in terms of the 

rate of KIBS businesses. Results show that Croatia is dominant in this aspect as well; 

Germany also has two regions, Hamburg and Berlin amongst regions with the high rate 

of KIBS firms. Besides, if we look at the figure, some countries that relatively excel in 

the rate of KIBS businesses are for instance, Germany, the United Kingdom, Hungary, 

and Italy. Some regions with capital cities also have a relatively high KIBS rate. To 

conclude, the relative weight of KIBS firms may reflect higher economic development 

level but the result of other economic processes as well.  

 

Figure 8. The rate of KIBS businesses in the analyzed European regions 

 

 

In Figure 9, compared to the general distribution of KIBS businesses in a territory, 

one can observe a relatively higher proportion of t-KIBS in the United Kingdom, Ger-

many and Sweden. Some examples to regions with small share of t-KIBS businesses are 
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Andalusia, Lithuania, Catalonia, and Lisboa Region. Finally, Figure 10 represents the 

values of p-KIBS rate in the study regions. Similarly, highest p-KIBS rates can be found 

in Croatia and Germany, and some regions with the lowest rates are located in Romania 

and Spain.  

 

Figure 9. The rate of t-KIBS in the analyzed European regions 

 

 

By comparing the rate of KIBS, t-KIBS and p-KIBS firm rate in the study regions, 

we can observe very similar patterns. For instance, for all the three variables, most re-

gions have relatively low rate of KIBS or specific KIBS firms. Stockholm, London but 

also Continental Croatia are prominent examples with high rates of KIBS in all the three 

regards, while most Spanish and French regions have low proportion of these business-

es. However, some differences are also present. Voreia Ellada in Greece constitutes a 

good example, as in terms of t-KIBS rate its regions belong to the lowest interval but its 

p-KIBS rate increases its relative position to the second lowest interval of regions. 
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Figure 10. The rate of p-KIBS in the analyzed European regions 

 

 

3.2.3. Control variables  

Finally, control variables are introduced. The first empirical analysis applies GDP per 

capita, population density, capital city dummy and CEE dummy as control variables. In 

the second analysis, we control for the same variables plus the size of manufacturing 

businesses, the weight of manufacturing sectors in the economy, and the quality of the 

regions’ entrepreneurial ecosystem in the different model specifications. As the two 

empirical analyses share some variables, I describe these common variables first, then I 

move to the variables specific to the each analysis. 

Variables used in both analyses. Similar to the first empirical analysis, the REDI 

score expresses the quality of regional entrepreneurial ecosystem, and we use the rate of 

manufacturers as the indicator for the specialization in manufacturing in the region. The 

benefits coming from knowledge spillovers (increased innovation and performance lev-

el) may result from a greater specialization in few industries (Glaeser et al., 1992; 

Ketelhöhn, 2006). The meaning and calculation of the REDI and the rate of manufac-

turers correspond with the same variables previously described among the independent 

variables. 

Besides, we control for economic development and urbanization economies in the 

different model specifications. Similar to Fisman and Khanna (2004) and Lafuente et al. 
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(2017), Gross Domestic Product (GDP) per capita is the indicator of regional economic 

development and it is expressed in purchasing power parity (PPP). As Neely (2008) 

suggests, servitization strategies may be more prevalent in developed economies (re-

gions), as they provide a better alternative compared to participating in a vivid cost-

based competition. Besides, as Lafuente et al. (2017) observe average employment crea-

tion in manufacturing firms is higher in regions with higher GDP per head. 

Urbanization economies are a type of agglomeration economies that may explain ter-

ritorial outcomes by increasing local demand (Bottazzi and Gragnolati, 2015), access to 

skilled labor (Meliciani and Savona, 2015), knowledge spillovers (Glaeser et al., 1992), 

and higher efficiency of regional innovation systems (Fritsch and Slavtchev, 2010). 

However, other regional forces can divert new KIBS firms from densely populated are-

as. Polése and Shearmur (2006) highlight that related manufacturing firms may influ-

ence business service firms to locate closer to them, in less urbanized areas. Bottazzi 

and Gragnolati (2015) confirm empirically that urbanization externalities are important 

but they may play a secondary role after industrial linkages. Similar to Gallego and 

Maroto (2015), Meliciani and Savona (2015), and Smith and Florida (1994), we assess 

the role of urbanization by using population density in the region—measured as the 

number of inhabitants per square Km.—and a dummy that identifies regions with a cap-

ital city. Regions incorporating the national capital may be popular targets for business 

service firms (Lux, 2009) and preferred over non-metropolitan areas by their 

knowledge-intensive counterparts (Muller and Zenker, 2001). 

In Chapter 2 the heterogeneity of the European Union territories became evident, be-

ing the territorial disparity among Western and CEE countries an outcome of this heter-

ogeneity. The relevance of this regional development gap is justified by several studies 

(e.g., Ezcurra et al., 2007; Jindra et al., 2009). In their analysis of NUTS-2 level regions 

before the global economic crisis, Lengyel and Rechnitzer (2013) also reveal a quite 

clear borderline between CEE and other European countries, namely, Austria and Ger-

many, in terms of their level of competitiveness and some of its constituents (e.g., quali-

ty of human capital). Thus, to account for the potential differences in terms of both 

KIBS’ formation rate and the economic contribution of manufacturing between Central 

and Eastern European and Western European regions, we introduce a CEE dummy that 

at the same time is an efficient measure to capture potential country-specific effects. 

Following the recommendation of the OECD (OECD, 2000 quoted in OECD, 2001), 
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Central and Eastern European countries comprise Albania, Bulgaria, Croatia, the Czech 

Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, Slovakia and Slove-

nia. From this list, our CEE dummy incorporates regions with the exception of Albania, 

which is not an EU member country and Bulgaria because of data availability reasons. 

Note that the variables GDP per capita and population density were logged to reduce 

skewness. 

Variable used only in the second empirical analysis. As the last control variable, 

as a regional characteristic of the manufacturing industry, average size of manufactur-

ing businesses in the region was calculated. Average size of manufacturers is an im-

portant indicator to measure how much manufacturing firms in a region can enjoy inner 

economies of scale and have access to additional resources. Following the long-standing 

stream of the literature (e.g., Hirsch and Adar, 1974; Neely, 2009; Swamidass and 

Kotha, 1998), we expect that larger businesses also have better financial performance.  

Table 4 provides descriptive statistics for the variables included in the empirical ap-

plications. In case of new KIBS’ rate (the average size of new manufacturers), the min-

imum value of zero means the lack of new KIBS firms (new manufacturers) in a focal 

region. In case of new KIBS firms, 6 regions—including Brandenburg, Bremen and 

Sachsen-Anhalt in Germany, Est and Sud-Ouest in France, and Central-Italy—and in 

terms of new manufacturers 25 regions—among others, 8 German regions and 5 Swe-

dish regions—fall into this category. Note that these values do not refer to the whole 

population of businesses in the category, as they come from the GEM APS survey. On 

the other hand, the region with the highest KIBS formation rate is Upper Norrland in 

Sweden, and the region where we can find the largest new manufacturers on average is 

Berlin. The region with the lowest rate of manufacturers is London, while the highest 

rate can be found in Continental Croatia.  

As for the rest of the main study variables, the region with the least developed entre-

preneurial ecosystem among the analyzed regions is Macroregion two (Romania), and 

the most developed entrepreneurial ecosystem can be found in Stockholm. The highest 

rate of KIBS firms is in Continental Croatia, while the region with the least proportion 

of KIBS businesses is Castile-La Mancha (Spain). The same two regions constitute the 

extreme cases in terms of the rate of professional KIBS businesses. The picture is a little 

bit more diverse for the rate of technology-based KIBS firms: the highest share of KIBS 
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businesses can be found in London, while the lowest share is still in Spain, however, in 

the region of Extremadura.  

 

Table 4. Descriptive statistics for the selected study variables 

Variable name Mean 
Standard 

deviation 
Minimum Maximum 

Rate of new KIBS 0.1876 0.0981 0 0.5 

Average manuf. GVA per 

manufacturing worker* 
0.0723 0.0380 0.0025 0.2392 

REDI** 44.5727 14.8444 18.6 82.4 

Rate of manufacturers** 0.0981 0.0458 0.0354 0.3935 

Size of new manufacturers 4.3142 9.5308 0 94 

KIBS rate* 21.9880 8.4647 9.04 56.92 

t-KIBS rate* 3.9450 2.1923 0.66 10.68 

p-KIBS rate* 18.0431 6.5989 8.30 46.85 

GDP per capita** 25,957.85 9,154.13 10,350 56,775 

Population density** 349.80 907.56 3.37 7,322.17 

Capital city dummy** 0.1983 0.4004 0 1 

CEE dummy** 0.2397 0.4287 0 1 

Source: Horváth and Rabetino (2018) 

Note: Sample size: 121 observations. Variables without star are used only in the first analysis, variables 

with one star in the second analysis, and variables with two stars appear in both analyses.  

 

 

3.3. Method 

Finally, the two empirical analyses previously referred to in this chapter (Chapter 3) are 

presented. In the first empirical analysis, I analyze how relevant regional characteris-

tics—that I link to manufacturing specialization, size of new manufacturers and the 

quality of the entrepreneurial ecosystem—affect KIBS’ business formation rates in 121 

EU regions. In the second empirical analysis, I seek to analyze how different types of 

KIBS businesses—namely, t-KIBS and p-KIBS firms—influence the average gross 

value added generated by manufacturing employee among the same study regions. 

However, from a methodological perspective the potential regional interactions within 
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and between countries that may exist in the EU bring about important considerations 

with relevant estimation implications.  

In models where spatial interactions do not influence our two dependent variables, 

KIBS’ formation rate or the average GVA per manufacturing employee, at the regional 

level—e.g., the rate of new KIBS in Île-de-France is not affected by the characteristics 

of its surrounding regions—canonical OLS models can be used to test the study hypoth-

eses. However, the presence of spatial interactions—which become evident via, for ex-

ample, economic relationships, positive or negative externalities or knowledge spillo-

vers—render OLS estimates inefficient and may obscure the true effects of the analyzed 

regional characteristics on KIBS’ business formation rates (Anselin, 1988; Elhorst, 

2014). 

Although Figures 3 to 10 already suggest the existence of spatial dependence among 

EU regions located in close proximity, we should have a look at the similarity or differ-

ence among territories by measuring spatial correlation between them. Similar to Ertur 

and Koch (2006) and Meliciani and Savona (2015), to analyze global spatial autocorre-

lation, I calculated the global Moran’s I statistic for all the dependent and main inde-

pendent variables. Compared to linear correlation coefficients, this statistic incorporates 

the spatial location of regions, and measures the correlation between the vector of the 

observed values (z) and the vector of the spatially weighted average of their neighboring 

values (W*z), also called as spatially lagged vector. If values of Ir—that is, the Moran’s 

I coefficient in region r—are larger than the expected values [E(Ir)], a positive spatial 

autocorrelation takes place, whereas values of Ir smaller than the expected value [E(Ir)] 

indicate a negative spatial autocorrelation (Meliciani and Savona, 2015). 

Based on this overall measure, I found that the highest degree of spatial correlation is 

for the REDI variable (Moran’s I= 0.604, p<0.01). In case of the REDI it means that 

regions with relatively developed (undeveloped) entrepreneurial ecosystem are local-

ized close to other regions with relatively developed (undeveloped) entrepreneurial eco-

system. Similarly, most variables indicated the presence of positive global spatial auto-

correlation at 1% significance level, namely, the t-KIBS rate (Moran’s I= 0.483), the 

average manufacturing GVA per employee (Moran’s I= 0.444), the KIBS rate (Moran’s 

I= 0.375), and the p-KIBS rate (Moran’s I= 0.355). Only two variables, the rate of new 

KIBS and the size of new manufacturers evidenced quite weak and non-significant spa-

tial correlation coefficient, –0.089 and 0.019, respectively.  
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In addition, local spatial instability can also be illustrated for each dependent and in-

dependent variable in each region by the means of the Moran scatterplot (Anselin, 1996; 

Ertur and Koch, 2006). Figure 11 to 18 depict the original z values and their computed 

W*z values and plots them in four quadrants of the scatterplot. A region in the upper 

right quadrant has a high value in terms of the given variable, and it is surrounded by 

regions with high values as well. Using a similar logic, low-value regions with low-

value neighbors are indicated in the bottom left quadrant, high-value regions with low-

value neighbors in the bottom right quadrant, and low-value regions with high-value 

neighbors in the upper left quadrant. Implicitly, the upper right and the bottom left 

quadrants indicate spatial concentration of similar values, while the rest two quadrants 

illustrate the concentration of regions with dissimilar values. Besides, to assess the local 

structure of spatial autocorrelations in the EU, I calculated the Moran local indicator of 

spatial association (LISA) (Anselin, 1995) as well. In case local Moran’s I values (Ir) 

take positive (negative) values, they indicate spatial clustering of similar values (spatial 

clustering of dissimilar values) between a region and its neighbors. Local Moran’s I 

statistics are available in Appendix 1, and in the analysis of Moran scatterplots only sig-

nificant values are considered.  

Figure 11 and 12 plots the spatial correlation coefficients for the dependent variables 

of the study. In Figure 11, we can see that in terms of KIBS formation rate, mostly a 

spatial concentration of dissimilar regions takes place, nevertheless, several regions 

show positive spatial autocorrelation as well. Examples include many German (Baden-

Württemberg, Hessen, Rheinland-Pfalz, Saarland, and Thuringen) and Danish 

(Hovedstaden, Southern Denmark, and Midtjylland) regions. Germany constitutes an 

interesting example for the coexistence of positive and negative spatial clustering as 

well, as many regions, more concretely, Bayern, Berlin, Brandenburg, and Sachsen-

Anhalt are also very different from their neighbors in terms of KIBS formation rate. In 

case of the economic contribution per manufacturing employee, Figure 12 indicates that 

regions locating close to each other are mostly similar. Clusters with low manufacturing 

GVA per employee on average can be found in Croatia, Hungary, Portugal, Romania, 

Slovenia and Slovakia. On the other hand, examples to positive spatial autocorrelation 

come from Poland (except for Region Południowy) and Ireland. The only example to a 

dissimilar spatial cluster with a significant Local Moran’s I value is Region 

Południowy.  



 

67 

Figure 11. Moran scatterplot of KIBS formation rate 

Note: Spatial weights are calculated using the row-standardized inverse distance weight matrix. 

 

Figure 12. Moran scatterplot of average manufacturing GVA per manufacturing em-

ployee 

Note: Spatial weights are calculated using the row-standardized inverse distance weight matrix. 
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With respect to the quality of entrepreneurial ecosystem in EU regions (Figure 13), 

the majority of regions falls into either the high-high (for instance, the Netherlands) or 

the low-low (for instance, Greece) region-neighbor categories. While many regions with 

a capital city are located in the upper right quadrant, and thus, can be characterized by 

entrepreneurially developed neighbors, some capital regions such as Berlin, Madrid and 

Eastern Austria are surrounded by regions with low-quality ecosystems. 

 

Figure 13. Moran scatterplot of the REDI score 

Note: Spatial weights are calculated using the row-standardized inverse distance weight matrix. 

 

Figure 14 depicts the clustering behavior of EU regions in terms of specialization in 

manufacturing activities. At first glance, one can see that most regions have a low rate 

of manufacturers, and their neighbors follow a similar economic strategy. However, in 

some capital regions such as Central Hungary, Eastern Austria, and Bratislava Region 

against the low rate of manufacturing businesses, neighboring regions are relatively 

abundant in manufacturers. In case of the size of new manufacturers (Figure 15), some 

examples to positive local Moran values are two Polish regions (Region Północno-

Zachodni and Region Południowo-Zachodni), whereas negative values are found for 

two German regions (Sachsen, Sachsen-Anhalt).  
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Figure 14. Moran scatterplot of the rate of manufacturers 

Note: Spatial weights are calculated using the row-standardized inverse distance weight matrix. 

 

Figure 15. Moran scatterplot of the size of new manufacturers 

Note: Spatial weights are calculated using the row-standardized inverse distance weight matrix. 

 



 

70 

As for KIBS rate in the European Union (Figure 16), clusters of regions with high 

KIBS rate are London and its two surrounding regions (East of England and South 

East), the two Slovenian regions, and Brussels-Capital Region, etc.. Clusters with low 

specialization in KIBS typically include Spanish regions (except for Madrid). Although 

regions with dissimilar neighbors appear mainly in the upper left quadrant, with the 

exception of Nord (France), none of the local Moran values are significant. Very similar 

patterns can be observed for the distribution of technology-based (Figure 17) and pro-

fessional KIBS businesses (Figure 18). For instance, Hamburg (Germany) and Conti-

nental Croatia are characterized by the spatial concentration of all the three classifica-

tions of KIBS businesses. However, differences are also present: some UK regions and 

their neighbors (Yorkshire and The Humber, East Midlands) have a high rate of t-KIBS 

firms but this does not prevail in terms of their p-KIBS rates.  

 

Figure 16. Moran scatterplot of KIBS rate 

Note: Spatial weights are calculated using the row-standardized inverse distance weight matrix. 
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Figure 17. Moran scatterplot of t-KIBS rate 

Note: Spatial weights are calculated using the row-standardized inverse distance weight matrix. 

 

Figure 18. Moran scatterplot of p-KIBS rate 

Note: Spatial weights are calculated using the row-standardized inverse distance weight matrix. 
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As a result of the confirmed spatial dependencies among closely located territories, 

we employ spatial econometric techniques to account for the geographic embeddedness 

of the analyzed European regions. This method allows us to differentiate regional (lo-

cal) and external effects (linked to adjacent territories), and accurately test the proposed 

hypotheses dealing with internal effects of interest for policy makers. More concretely, 

we apply spatial Durbin cross-section models (SDM) that quantify spillover effects 

stemming from neighboring regions (diversity effects), and relationships between the 

rates of new KIBS firms / average GVA per manufacturing employee in the specific 

region and its adjacent regions. In our models, these spatial effects do not only spill over 

to the neighboring regions but also to the neighbors of the neighbors, and so on, that is 

global spatial spillovers prevail (LeSage and Pace, 2009). 

The meaning of adjacent territories and their effects on the specific region depend on 

the assumed connections between regions. In the spatial econometric literature, two 

main connections are differentiated based on spatial proximity: contiguity- and dis-

tance-based (e.g., Meliciani and Savona, 2015; Varga and Sebestyén, 2017). A good 

example for contiguity-based connections is queen contiguity (two regions are neigh-

bors if they share common borders), while inverse distance is an example for distance-

based connections (localized knowledge spills over to a certain distant, supposing de-

creasing effect with growing distance). The potential spatial connections between re-

gions are defined by a spatial weight matrix (W) in the models.  

In the first empirical analysis, I run the following two spatial models, where Equa-

tion (1) is the baseline model and Equation (2) incorporates interaction terms between 

REDI and the key independent variables: 

 

Base model:  (1) 

0 1 2

3 4 1

2 3

4

Rate of new KIBS W Rate of new KIBS REDI Rate of manufacturers

Size of new manufacturers Controls W REDI

W Rate of manufacturers W Size of new manufacturers

W Controls

r r r

r r r

r r

r r

   

  

 

 

   

  

 

 
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Full model:  (2) 

0 1 2

3 12
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r r r
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 
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  
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e of manufacturers W Size of new manufacturers

W Rate of manufacturers REDI

W Size of new manufacturers REDI W Controls

r r

r r

r r r r





  



 

   

 

 

In the second empirical analysis, two models, a base model with KIBS rate in general 

(Equation 3) and a full model that incorporate the differentiating effect of t-KIBS and p-

KIBS are proposed (Equation 4): 

Base model:  (3) 

0 1

2 1 2

Average manufacturing GVA W Average manufacturing GVA + KIBS rate

                                                   + Controls W KIBS rate W Controls

r r r

r r r r

  

   

 

  
 

 

Full model:  (4) 

0 1

2 3 1

2 3

Average manufacturing GVA W Average manufacturing GVA + t-KIBS rate

p-KIBS rate + Controls W t-KIBS rate

W p-KIBS rate W Controls

r r r

r r r

r r r

  

  

  

 

 

  

 

In both models, β0 represents the constant term, while βj are coefficients for the jth 

independent variables in region r. Variables with W—meaning weighted—are the spa-

tially lagged terms of the dependent (with ρ regression parameter) and independent 

(with ϴ regression parameter) variables, that is, the average values in the adjacent re-

gions of region r (Anselin and Rey, 2014). The term ε is the normally distributed error. 

In the first empirical analysis, control variables include GDP per capita, population 

density, the capital city dummy and the CEE dummy. In the second empirical analysis, 

the REDI score of the regions, the rate of manufacturers, and the average size of manu-

facturers serve as control variables together with GDP per capita, population density, 

capital city and CEE dummy.  

To corroborate the robustness of our model specifications, we first apply a specific-

to-general-approach and test whether a spatial model is better than a non-spatial model 
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(Elhorst, 2014). In the first round, two spatial models are considered: a spatial auto-

regressive model (SAR), where the only spatial dependence between regions is in the 

dependent variable, and a spatial error model (SEM), where the spatial dependence ap-

pears in the error terms.  

While Moran’s I statistics were helpful in detecting spatial dependence, we will need 

additional information about which model specification best fits our data. Therefore, 

following Anselin and Rey (2014), we use Lagrange Multiplier (LM) and robust LM 

tests to verify whether a non-spatial, a spatial autoregressive or a spatial error model 

describes best the data. In case the presence of spatial effects cannot be rejected, we 

estimate a spatial Durbin model, and test whether it is a better choice than the SAR and 

SEM models (general-to-specific approach) (Elhorst, 2014). As SAR and SEM are nest-

ed in the SDM, we apply a common factor analysis that supports decision between nest-

ed models. If H0: θ = 0 is supported, we should simplify our model to SAR, while if 

H0: θ + ρβ = 0 is supported, a SEM model should be applied (Burridge, 1981; Anselin, 

1988). We employ four spatial weight matrices to define the type of connection be-

tween regions (queen contiguity, binary distance, inverse distance, and squared inverse 

distance). Wald tests were used to corroborate the hypotheses (Elhorst, 2014). 

The results of the model selection tests are presented in Table 5 and 6. For the first 

empirical analysis (Table 5), the squared inverse matrix yields the highest result for the 

robust LM test; however, and similar to Melicani and Savona (2015), we employ the 

inverse weight matrix in the analysis based on both the results of the LM test and the 

superior goodness of fit statistics of the regression models. To verify that the SDM best 

describes the analyzed spatial relationship, we look at the Wald test statistic for both 

SAR and SEM models. The significance levels of the tests indicate that SAR and SEM 

should be rejected in favor of the SDM. 
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Table 5. Test for model selection in the first empirical analysis 

 Equation (1) Equation (2) 

 χ
2
 p-value χ

2
 p-value 

LM lag (QUEEN) 5.048 0.025 4.740  0.029 

Robust LM lag (QUEEN) 12.079 0.001 13.211 0.000  

LM error (QUEEN) 1.434 0.231 1.062 0.303 

Robust LM error (QUEEN) 8.466 0.004 9.533 0.002 

LM lag (BIN) 7.438 0.006 7.386 0.007 

Robust LM lag (BIN) 8.472 0.004 9.770  0.002 

LM error (BIN) 2.916 0.088 2.516 0.113 

Robust LM error (BIN) 3.951 0.047 4.900  0.027 

LM lag (INV) 10.408 0.001 10.747 0.001 

Robust LM lag (INV) 14.234 0.000  16.237 0.000  

LM error (INV) 3.527 0.060  3.341 0.068 

Robust LM error (INV) 7.353 0.007 8.831 0.003 

LM lag (INV2) 7.391 0.007 7.707 0.006 

Robust LM lag (INV2) 15.54 0.000  18.275 0.000  

LM error (INV2) 1.804 0.179 1.668 0.197 

Robust LM error (INV2) 9.954 0.002 12.236 0.000  

Wald test: SDM vs SAR 37.51  0.0000  47.94  0.0000  

Wald test: SDM vs SEM 44.34  0.0000  55.52  0.0000  

Note: Spatial weight matrices are row-standardized. QUEEN- queen contiguity matrix; BIN- binary dis-

tance matrix, threshold distance: 377.95 km; INV- inverse distance matrix, threshold distance: 377.95 

km; INV2- inverse distance squared matrix, threshold distance: 377.95 km. 

Source: Horváth and Rabetino (2018) 

 

In the second empirical analysis (Table 6), after testing the OLS models with the 

previously defined four spatial weight matrices, the decision by the models with or 

without spatial effects seems quite clear. For both specifications—first, with only KIBS 

and second, using t-KIBS/p-KIBS sector—the LM and robust LM tests point to a 

stronger spatial dependence with the use of the inverse weight matrix, in line with the 

results for the first analysis. Although the results of the selection tests indicate a spatial 

error relationship between the analyzed regions, we run a spatial Durbin model and test 

whether it describes better the data than the SAR or SEM model. The adoption of this 

spatial model is in accordance with Lesage and Pace (2009), and this kind of practice is 
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applied in Elhorst (2014). Given that all the results of the Wald tests indicate the superi-

ority of the SDM model, I rely on this model specification in my subsequent analyses.  

 

Table 6. Test for model selection in the second empirical analysis 

 Equation (3) Equation (4) 

 χ
2
 p-value χ

2
 p-value 

LM lag (QUEEN) 40.167 0.000 41.694 0.000 

Robust LM lag (QUEEN) 1.473 0.225 0.234 0.629 

LM error (QUEEN) 39.987 0.000 45.048 0.000 

Robust LM error (QUEEN) 1.293 0.256 3.588 0.058 

LM lag (BIN) 25.326 0.000 26.18 0.000 

Robust LM lag (BIN) 0.685 0.408 1.378 0.240 

LM error (BIN) 37.157 0.000 40.366 0.000 

Robust LM error (BIN) 12.516 0.000 15.565 0.000 

LM lag (INV) 32.405 0.000 33.778 0.000 

Robust LM lag (INV) 0.188 0.664 0.889 0.346 

LM error (INV) 42.644 0.000 46.957 0.000 

Robust LM error (INV) 10.427 0.001 14.068 0.000 

LM lag (INV2) 32.383 0.000 33.778 0.000 

Robust LM lag (INV2) 0.004 0.953 0.464 0.496 

LM error (INV2) 38.797 0.000 43.174 0.000 

Robust LM error (INV2) 6.418 0.011 9.859 0.002 

Wald test: SDM vs SAR 35.06 0.0000 55.11 0.0000 

Wald test: SDM vs SEM 24.78 0.0017 29.55 0.0005 

Note: Spatial weight matrices are row-standardized. QUEEN- queen contiguity matrix; BIN- binary dis-

tance matrix, threshold distance: 377.95 km; INV- inverse distance matrix, threshold distance: 377.95 

km; INV2- inverse distance squared matrix, threshold distance: 377.95 km. 

 

The following section introduces the results of two main empirical analyses. First, 

the regional driving forces and the role of the entrepreneurial ecosystem are analyzed in 

potential territorial servitization processes, more concretely, in KIBS formation rate in 

the regions of the European Union (Section 4.1). Second, the differentiating role of 

technology-based and professional KIBS firms on the economic contribution of manu-

facturing will be in the centre of analysis (Section 4.2).  
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Chapter 4: Results 

The structure of the two empirical sections (Sections 4.1 and 4.2) is the following. After 

presenting the basic correlation analysis, the baseline OLS models and the results of the 

main non-spatial diagnostic tests are presented. Finally, I present the final results of the 

suggested spatial Durbin regression models.  

 

4.1. First empirical analysis: determinants of KIBS formation in the 

regions of the European Union 

Before analyzing the influential factors of regional KIBS formation rates in the Europe-

an Union, it is worth looking at the correlations among the study variables. As Table 7 

shows, correlations are generally in the low to moderate range. Table 8 presents the re-

sults of both the baseline model (Equation (1)) and the full model (Equation (2)) using 

OLS and the spatial Durbin model as estimation technique, as well as the results of the 

non-spatial diagnostic tests. 

To address the threat of collinearity, I computed the average variance inflation fac-

tor (VIF) for all variables (Table 8). The average VIF value for the full model (Model 2) 

is 7.73 and the only VIF values that exceed 10—a generally accepted rule of thumb for 

assessing collinearity—were observed for the variables included in the interaction 

terms, that is, the characteristics of the manufacturing sector and the entrepreneurial 

ecosystem. By construction, these terms are correlated and—even if computationally 

correct—this explains the VIF results (Greene, 2003). I computed VIFs for the variables 

used in Model 1, and the resulting average VIF is 2.14 and ranges between 1.14 and 

3.89. Consequently, the results for this diagnostic test do not raise collinearity concerns. 

I also ran the Jarque-Bera test to verify whether the errors computed from the dif-

ferent regression models are normally distributed (Jarque and Bera, 1987). In case of the 

OLS models, results in Table 8 show that error terms are not normally distributed which 

violates one of the assumptions and questions the reliability of OLS estimates. The spa-

tial Durbin models brought similar results (Model 1: χ2=12.77, p<0.01, Model 2: 

χ2=15.11, p<0.01). Consequently, I estimated equations (1) and (2) using the more gen-

eral Weibull distribution. 
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Table 7. Correlation matrix 

   1   2   3   4   5   6   7   8 

1 Rate of new KIBS   1        

2 REDI   0.4666***   1       

3 Rate of manufacturers –0.0798 –0.4547***   1      

4 Size of new manufacturers (ln)   0.0147 –0.1635*   0.0806   1     

5 GDP per capita (ln)   0.3503***   0.7919*** –0.4492*** –0.0922   1    

6 Population density (ln)   0.2127**   0.4308*** –0.3123***   0.0600   0.4620***  1   

7 Capital city dummy   0.1945**   0.2572*** –0.0960   0.2400***   0.3287***  0.3602***  1  

8 CEE dummy –0.1651* –0.5046***   0.4959***   0.0537 –0.4937*** –0.1456  0.2062**   1 

Note: *, **, *** indicate significance at the 10%, 5% and 1% levels, respectively.  

Source: Horváth and Rabetino (2018) 
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I also employed the Breusch-Pagan test to check the homoskedasticity of the error 

term (Breusch and Pagan, 1979). As the results for the OLS models indicate, the 

Breusch-Pagan test reveals that heteroskedasticity is not a problem. However, as op-

posed to the Koenker-Bassett test, the Breusch-Pagan test does not handle non-

normality issues of the residuals that call for a careful approach to use standard errors 

adjusted by potential heteroskedasticity. 

Given the results of both the spatial and non-spatial diagnostic tests, I ran the OLS 

equivalents of the proposed spatial models only as benchmarks to the final results of 

my work. As Table 8 indicates, the sign of regression parameters remains unchanged 

except for the size of new manufacturers in Model 1. Nevertheless, differences are no-

ticeable in terms of the significance of the main independent variables.  

Results in Model 1 of Table 8 show that, at the regional level, the rate of new KIBS 

firms is associated with both a higher specialization in manufacturing and smaller man-

ufacturing businesses. These results give support to hypothesis 1 that proposes a posi-

tive relationship between manufacturing specialization and the rate of new KIBS firms, 

and to our second hypothesis that proposes a negative relationship between the average 

size of new manufacturing businesses in a region and the business formation rate of 

KIBS firms. 

The findings in Table 8 reveal that the rate of new KIBS firms is negatively associat-

ed with GDP per capita, thus suggesting that the rate of new KIBS is greater in regions 

with lower levels of GDP per capita. This result is in line with Gallego and Maroto 

(2015) who point out that the rapid improvements in less economically developed Eu-

ropean regions contribute to explain the higher employment growth rate of KIBS firms. 

A possible explanation could be that “the more efficiently incumbents exploit knowledge 

flows, the smaller the effect of new knowledge on entrepreneurship (Acs et al., 2009, p. 

17)”. In the context of this work, this implies that KIBS formation rates may be greater 

in territories with higher need for new KIBS businesses. Also, the findings in Table 8 

indicate that the REDI is consistently positive and significant in both models (Model 1: 

p<0.01, Model 2: p<0.05). This underlines the relevance of the entrepreneurial ecosys-

tem as an engine to increase KIBS firms’ formation rate. These results confirm our hy-

pothesis 3 that states that the more developed the region’s entrepreneurial ecosystem, 

the higher its new KIBS’ formation rate is. 
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Table 8. Spatial Durbin Model: Regression results 

Dependent variable:  

Rate of new KIBS 

 Model 1  Model 2 

OLS 
ML spatial Durbin 

model (SDM) 
OLS 

ML spatial Durbin 

model (SDM) 

REDI   0.0037 (0.0009)***   0.0060 (0.0015)***   0.0030 (0.0016)*   0.0034 (0.0016)** 

Rate of manufacturers   0.3637 (0.2132)*   0.4847 (0.2890)* –0.1484 (0.5582) –1.1705 (0.4871)** 

Rate of manufacturers X REDI     0.0152 (0.0154)   0.0508 (0.0172)*** 

Size of new manufacturers (ln)   0.0087 (0.0097) –0.0248 (0.0091)***   0.0266 (0.0353)   0.0183 (0.0244) 

Size of new manufacturers (ln) X REDI   –0.0004 (0.0007) –0.0008 (0.0005) 

GDP per capita (ln) –0.0172 (0.0448) –0.1093 (0.0431)*** –0.0311 (0.0476) –0.1446 (0.0404)*** 

Population density (ln)   0.0014 (0.0078)   0.0030 (0.0112)   0.0035 (0.0081)   0.0110 (0.0099) 

Capital city dummy   0.0164 (0.0259)   0.0231 (0.0327)   0.0282 (0.0288)   0.0480 (0.0296) 

CEE dummy –0.0067 (0.0291) –0.0565 (0.0659) –0.0143 (0.0308) –0.0788 (0.0682) 

W * REDI  –0.0032 (0.0023)  –0.0015 (0.0047) 

W * Rate of manufacturers    1.4387 (0.6412)**    3.3375 (1.6866)** 

W * Rate of manufacturers X REDI    –0.0545 (0.0405) 

W * Size of new manufacturers (ln)    0.0084 (0.0332)  –0.0743 (0.0911) 

W * Size of new manufacturers (ln) X REDI      0.0015 (0.0017) 

W * GDP per capita (ln)    0.2104 (0.1027)**    0.2713 (0.0954)*** 

W * Population density (ln)  –0.0153 (0.0136)  –0.0224 (0.0132)* 

W * Capital city dummy  –0.1108 (0.0458)**  –0.1270 (0.0412)*** 
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Table 8. Continued. 

Dependent variable:  

Rate of new KIBS 

 Model 1  Model 2 

OLS 
ML spatial Durbin 

model (SDM) 
OLS 

ML spatial Durbin 

model (SDM) 

W * CEE dummy    0.0003 (0.0692)    0.0268 (0.0811) 

W * Rate of new KIBS (Spatial Rho)  –0.4340 (0.1595)***  –0.4678 (0.1571)*** 

Constant   0.1400 (0.4256)   0.0700 (0.0043)   0.2881 (0.4516) –1.1327 (0.7742) 

Variance Inflation Factor (VIF) 2.14  7.73  

Jarque-Bera 14.02***  10.48***  

Breusch-Pagan 0.97  1.82  

(Pseudo) R2 0.2515 0.5946 0.2588 0.7171 

Adjusted (pseudo) R2 0.2052 0.5453 0.1987 0.6705 

Log likelihood value 127.2581 131.2514 127.8515 139.2700 

F test 5.4200*** 11.2076*** 4.3100*** 14.5074*** 

Observations 121 121 121 121 

Note: For the OLS models standard errors, for the SDM models robust standard errors adjusted by heteroskedasticity are presented in brackets. W * indicates the spatially 

lagged (dependent and independent) variables, calculated with row-standardized inverse distance weight matrix. *, **, *** indicate significance at the 10%, 5% and 1% lev-

els, respectively. 

Source: Horváth and Rabetino (2018) 
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When we evaluate the interaction between industry-specific characteristics and the 

quality of regional entrepreneurial ecosystem, different results emerge. The findings in 

Model 1 indicate that manufacturing specialization attracts a higher rate of new KIBS 

firms (H1). However, in Model 2 we see that territorial servitization processes are con-

ditioned by the quality of the regional entrepreneurial ecosystem, that is, regions with a 

higher rate of manufacturers show higher rates of new KIBS firms only if the region 

enjoys a healthy entrepreneurial ecosystem (p<0.01). Therefore, we give support to our 

hypothesis 4 that states that, at the regional level, the entrepreneurial ecosystem moder-

ates the positive relationship between manufacturing specialization and the formation 

rate of KIBS firms. 

The interaction term between the average size of new manufacturers in the region 

and the REDI variable is not statistically significant. This indicates that the REDI varia-

ble does not moderate the relationship between the average size of new manufacturers 

and the rate of new KIBS’ firms. We, therefore, cannot support our hypothesis 5 that 

states that the entrepreneurial ecosystem moderates the negative relationship between 

the average size of new manufacturing businesses and the business formation rate of 

KIBS firms. This can be explained with other moderating factors such as population 

density which may matter for rent preferences. 

We can also observe spatial effects stemming from the structure of regions and their 

adjacent territories. In Model 1, both REDI and the manufacturing rate in the neighbor-

ing regions are important factors influencing the rate of new KIBS firms. While the 

neighbors’ more developed entrepreneurial ecosystem negatively affects new KIBS 

formation in the focal region, manufacturing specialization in the neighbors positively 

influence KIBS’ business formation rate. The findings in Model 2 show that the only 

spillover effect related to KITS processes results from the joint effect of the average 

size of new manufacturers and the quality of the entrepreneurial ecosystem in neighbor-

ing regions. Finally, the results for the spatially lagged dependent variable (Rho) cor-

roborate that significant differences exist in the rate of new KIBS between a region and 

its neighbors, that is, the rate of new KIBS firms in a focal region is negatively affected 

by the capacity of neighboring regions to attract new KIBS firms. 

As a robustness check, I re-ran Models 1 and 2 with robust standard errors clustered 

at country level. The econometric intuition of this exercise is that the estimates in Table 

8 may be affected by country-specific elements that condition the variance of residual. 
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The results of this robustness check are presented in Table 9 below. Compared to our 

main results presented in Table 8, the coefficients do not qualitatively vary, that is, the 

sign and significance of the main effects under analysis remain unchanged. Looking at 

the results of the F-test for the generated models, we can conclude that these models do 

not significantly explain the patterns of KIBS’ business formation rates, that is, using 

the spatial econometrics terminology, the spatial models do not exist. 

 

Table 9. Robustness check: Regression results with robust country-clustered standard 

errors 

Dependent variable:  

Rate of new KIBS 

Model 1b Model 2b 

Coefficient 

(Std error) 

Coefficient 

(Std error) 

REDI   0.0060 (0.0016)***   0.0034 (0.0020)* 

Rate of manufacturers   0.4847 (0.3797) –1.1705 (0.5677)** 

Rate of manufacturers X REDI    0.0508 (0.0200)*** 

Size of new manufacturers (ln) –0.0248 (0.0114)**   0.0183 (0.0244) 

Size of new manufacturers (ln) X REDI  –0.0008 (0.0005) 

GDP per capita (ln) –0.1093 (0.0585)* –0.1446 (0.0559)*** 

Population density (ln)   0.0030 (0.0119)   0.0110 (0.0114) 

Capital city dummy   0.0231 (0.0376)   0.0480 (0.0315) 

CEE dummy –0.0565 (0.0901) –0.0788 (0.0933) 

W * REDI –0.0032 (0.0024) –0.0015 (0.0038) 

W * Rate of manufacturers   1.4387 (0.5976)**   3.3375 (1.4165)** 

W * Rate of manufacturers X REDI  –0.0545 (0.0307)* 

W * Size of new manufacturers (ln)   0.0084 (0.0332) –0.0743 (0.0813) 

W * Size of new manufacturers (ln) X 

REDI 
   0.0015 (0.0015) 

W * GDP per capita (ln)   0.2104 (0.1117)*   0.2713 (0.0780)*** 

W * Population density (ln) –0.0153 (0.0122) –0.0224 (0.0123)* 

W * Capital city dummy –0.1108 (0.0423)*** –0.1270 (0.0384)*** 

W * CEE dummy   0.0003 (0.0936)   0.0268 (0.1076) 

W * Rate of new KIBS (Spatial Rho) –0.4340 (0.1832)** –0.4678 (0.1772)*** 

Constant –0.9072 (0.8579) –1.1327 (0.7147) 
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Table 9. Continued.  

Dependent variable:  

Rate of new KIBS 

Model 1b Model 2b 

Coefficient 

(Std error) 

Coefficient 

(Std error) 

R2 0.0935 0.1125 

Adjusted R2 –0.0167 –0.0340 

Log likelihood value 131.2514 139.2700 

F test 0.7806 0.7184 

Observations 121 121 

Note: Robust standard errors adjusted by heteroskedasticity are presented in brackets. W * indicates the 

spatially lagged (dependent and independent) variables, calculated with row-standardized inverse distance 

weight matrix. *, **, *** indicate significance at the 10%, 5% and 1% levels, respectively. 

 

4.2. Second empirical analysis: The differentiating role of technolo-

gy-based and professional KIBS firms on the economic contribution 

of manufacturing businesses 

Similar to the econometric strategy applied in Section 4.1, Table 10 presents the pair-

wise correlation between the study variables. In most cases, the values reflect low to 

moderate correlations, with the exception of the correlation between the three KIBS-

related variables. This latter result is reasonable because, by construction, the rates of t-

KIBS and p-KIBS are the components of the regions’ KIBS formation rates, which ex-

plains the high correlation between the two. However, this should not constitute a prob-

lem because, as Greene (2003) states, correlation is a property of data and never a prob-

lem itself. Also, VIF values were computed to assess the threat of collinearity (see 

Table 11). The results confirm the soundness of the proposed model specification. The 

average VIF for the baseline model (Model 3) is 2.51 and ranges between 1.38 and 4.26, 

while the average VIF for the full model (Model 4) is 3.52 (range: 1.41–6.15). As the 

VIF values do not exceed 10, the results for this diagnostic test do not raise collinearity 

concerns either. 

The results of the Jarque-Bera normality test for the OLS models show a strong 

non-normality of the errors, which is still observed in case of the spatial Durbin models 

(Model 1: χ2=23.28, p<0.01, Model 2: χ2=13.36, p<0.01). Therefore, equations (3) and 

(4) are also estimated with the more general Weibull distribution. 
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Table 10. Correlation matrix 

   1   2   3   4   5   6   7   8   9   10 

1 Average manuf. 

GVA per em-

ployee 

  1          

2 KIBS rate   0.2058**   1         

3 t-KIBS rate   0.3448***   0.8870***   1        

4 p-KIBS rate   0.1494*   0.9882***   0.8057***   1       

5 REDI (ln)   0.5634***   0.4788***   0.6059***   0.4129***   1      

6 Size of manufac-

turers (ln) 
  0.2361***   0.2252***   0.3376***   0.1768**   0.3679***   1     

7 Rate of manu-

facturers 
–0.3803***   0.1375 –0.0196   0.1828** –0.4434*** –0.0792   1    

8 Capital city 

dummy 
  0.0956   0.4337***   0.4118***   0.4195***   0.2283*** –0.1593* –0.0960   1   

9 CEE dummy –0.2801***   0.0060   0.0465 –0.0077 –0.5343*** –0.1058   0.4959***   0.2062**   1  

10 Population den-

sity (ln) 
  0.1755*   0.4822***   0.4489***   0.4695***   0.3963***   0.1862** –0.3123***   0.3602*** –0.1559*   1 

11 GDP per capita 

(ln) 
  0.4458***   0.4746***   0.4619***   0.4554***   0.8050***   0.2340*** –0.4492***   0.3287*** –0.5921***   0.4620*** 

Note: *, **, *** indicate significance at the 10%, 5% and 1% levels, respectively.  
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Unlike our Breusch-Pagan statistics for the previous two OLS models (section 4.1), 

here we can clearly detect non-constant error variance (heteroskedasticity) which calls 

for the use of robust standard errors in our model estimates.  

Results of the two regression analyses are presented in Table 11. Model 3 is the base 

model incorporating the overall KIBS rate, while Model 4 analyzes the potentially dif-

ferentiating effect of technological (t-KIBS rate) and professional (p-KIBS rate) KIBS 

businesses. Note that the t-KIBS rate and p-KIBS rate are jointly introduced in Model 4 

to accurately compute the effect of t-KIBS on GVA per employee from that of the rate 

of p-KIBS, while acknowledging a common reference group, that is, the rate of non-

KIBS businesses in the region.
8
 Non-spatial estimates for both the baseline and the full 

models report positive and significant effect of the quality of the entrepreneurial ecosys-

tem. Besides, they suggest a negative and significant effect of regional manufacturing 

specialization on the economic contribution of manufacturing businesses per employee.  

Findings in Model 3 show that KIBS rate at the regional level is positively associated 

with the level of the average manufacturing GVA per employee in the same region. Alt-

hough this result is not strongly significant (p<0.1) we can still confirm our hypothesis 

6. A more diverse relationship emerges, when we separate KIBS businesses based on 

their economic profile. According to Model 4 and meeting our expectations, a higher t-

KIBS rate in a region contributes to a higher economic contribution per employee—that 

can be seen as a productivity measure—of the manufacturing sector in the region. Nev-

ertheless, this effect cannot be observed in case of the p-KIBS rate variable. As opposed 

to the theoretical relevance attributed to professional KIBS businesses, the relationship 

between regional p-KIBS rate and the average manufacturing GVA per worker is nega-

tive. This suggests that a higher p-KIBS rate in a territory may result in less efficient 

manufacturing firms in the same region. These results provide support to hypothesis 7. 

 

                                                 
8 Keep in mind that the individual inclusion of the variables related to the rate of KIBS (t-KIBS and p-

KIBS) would produce biased results that would reflect the effect of a focal KIBS variable (either rate of t-

KIBS or rate of p-KIBS) on the GVA per employee, relative to the effect of both the omitted KIBS 

variable and the group of non-KIBS businesses in the region. 
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Table 11. Spatial Durbin Model: Regression results 

Dependent variable:  

Average manuf. GVA per employee 

 Model 3  Model 4 

OLS 
ML spatial Durbin 

model (SDM) 
OLS 

ML spatial Durbin 

model (SDM) 

KIBS rate   0.0002 (0.0005)   0.0010 (0.0006)*   

t-KIBS rate     0.0034 (0.0033)   0.0150 (0.0044)*** 

p-KIBS rate   –0.0007 (0.0010) –0.0022 (0.0010)** 

REDI (ln)   0.0565 (0.0156)***   0.0426 (0.0258)*   0.0458 (0.0188)**   0.0307 (0.0242) 

Size of manufacturers (ln)   0.0020 (0.0062)   0.0116 (0.0072)   0.0010 (0.0063)   0.0064 (0.0069) 

Rate of manufacturers –0.2009 (0.0895)** –0.3104 (0.0723)*** –0.1724 (0.0938)* –0.1991 (0.0754)*** 

Capital city dummy –0.0066 (0.0100)   0.0217 (0.0133)* –0.0062 (0.0100)   0.0054 (0.0125) 

CEE dummy   0.0134 (0.0109)   0.0312 (0.0239)   0.0084 (0.0120) –0.0021 (0.0230) 

Population density (ln) –0.0033 (0.0030) –0.0124 (0.0040)*** –0.0030 (0.0031) –0.0046 (0.0038) 

GDP per capita (ln)   0.0056 (0.0169)   0.0164 (0.0197)   0.0099 (0.0174) –0.0045 (0.0170) 

W * KIBS rate  –0.0042 (0.0009)***   

W * t-KIBS rate    –0.0323 (0.0065)*** 

W * p-KIBS rate      0.0033 (0.0017)** 

W * REDI (ln)    0.0512 (0.0338)    0.1365 (0.0452)*** 

W * Size of manufacturers (ln)  –0.0205 (0.0116)*  –0.0182 (0.0105)* 

W * Rate of manufacturers    0.6705 (0.1869)***    0.4813 (0.1683)*** 

W * Capital city dummy    0.0083 (0.0187)    0.0038 (0.0172) 

W * CEE dummy  –0.0016 (0.0274)    0.0502 (0.0284)* 
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Table 11. Continued.  

Dependent variable:  

Average manuf. GVA per employee 

 Model 3  Model 4 

OLS 
ML spatial Durbin 

model (SDM) 
OLS 

ML spatial Durbin 

model (SDM) 

W * Population density (ln)    0.0178 (0.0045)***    0.0095 (0.0044)** 

W * GDP per capita (ln)  –0.0161 (0.0298)  –0.0528 (0.0316)* 

W * Average manuf. GVA per employee 

(Spatial Rho) 

 
  0.6582 (0.0979)*** 

 
  0.7067 (0.0949)*** 

Constant –0.1702 (0.1491) –0.2970 (0.2167) –0.1716 (0.1491)   0.0023 (0.2119) 

Variance Inflation Factor (VIF) 2.51  3.52  

Jarque-Bera 315.00***  281.6***  

Breusch-Pagan 4.17**  5.38**  

R2 0.3576 0.5791 0.3634 0.6246 

Adjusted R2 0.3117 0.5190 0.3118 0.5626 

Log likelihood value 251.2695 256.9697 251.8195 268.0305 

F test 7.7900*** 9.0285*** 7.04*** 9.5203*** 

Observations 121 121 121 121 

Note: For the OLS models standard errors, for the SDM models robust standard errors adjusted by heteroskedasticity are presented in brackets. W * indicates the spatially 

lagged (dependent and independent) variables, calculated with row-standardized inverse distance weight matrix. *, **, *** indicate significance at the 10%, 5% and 1% lev-

els, respectively. 
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It is also important to consider the cross-regional, neighboring effects that may influ-

ence the regional productivity of manufacturing businesses. In this case, results suggest 

a seemingly opposite relationship between KIBS, t-KIBS, and p-KIBS rate and the de-

pendent variable. As for the influence of KIBS rate and t-KIBS rate in the neighboring 

regions, a negative relationship is found, while the impact of p-KIBS rate in adjacent 

territories turns positive. So for instance, if the average p-KIBS rate in the surrounding 

regions of Catalonia is higher, the average manufacturing GVA in Catalonia is supposed 

to be higher as well. A potential explanation of these findings is that t-KIBS and this 

way KIBS businesses—incorporating t-KIBS—are concentrated in specific areas which 

potentially drain (attract) better performing manufacturers from neighboring territories. 

On one hand, p-KIBS industry is likely to have less magnetic power, while on the other 

hand, regional lock-in in terms of skills (e.g., Boschma and Iammarino, 2009; Lux, 

2009) may happen as well. 

Regarding control variables, influence from the quality of entrepreneurial ecosystem 

is positive, however, only significant in Model 3. An interesting finding is that the size 

of manufacturers does not play a role that much either that may come from some aggre-

gate level inefficiency in terms of their GVA per employee. Consistently with our find-

ing in Section 4.1, a higher manufacturing rate per se in a region does not induce but 

rather hinders beneficial processes in terms of average manufacturing GVA. Even if a 

labor-saving productivity is associated with large businesses located in less populated 

areas (Frenken et al., 2007) the effect of both the capital regions and population density 

(urbanization economies) disappear when disaggregating KIBS industry that may be 

explained by the size of the study regions. Also, it must be noted that the explanatory 

variables have the opposite effect on the dependent variable than the spatially weighted 

explanatory variables. This likely stems from the capacity of regions to attract high-

performing manufacturers from less attractive neighboring territories.  
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Chapter 5. Discussion, implications and concluding remarks 

5.1. Summary and discussion of the empirical findings 

In this doctoral dissertation, I aimed to offer a further understanding and contribute to a 

novel research stream that analyzes the aggregate economic, employment and other out-

comes of the mutually dependent relationship between manufacturing and knowledge-

intensive business service firms. Although the territorial servitization—as first defined 

by Lafuente et al. (2017)—or more precisely knowledge-intensive territorial 

servitization literature counts a limited number of scholarly studies, its theoretical roots 

can be found 1) in the firm-level literature on the relationship between manufacturing 

and knowledge-intensive service (KIBS) firms, and 2) in different territorial studies for 

instance, in the field of economic geography. Besides, an additional motivation of this 

work was to reflect on the ongoing reindustrialization calls made in the European Un-

ion. 

To reveal whether territories benefit from interactions between the manufacturing 

and service sector, first, I described the general findings of the literature on two specific 

types of agglomeration economies (Marshallian specialization and Jacobian diversifi-

cation), and considered an alternative classification involving specialization, related 

variety and unrelated variety within territories. After a short review on the potential 

manifestations of firm-level manufacturing-KIBS interactions—more specifically, tem-

porary demand from independent service providers, oursourcing, and servitization of 

manufacturing—that indicated the related nature of these industries, I called attention to 

the outstanding relevance of KIBS businesses, and reviewed the scholarly panorama on 

the potential territorial outcomes of service-manufacturing interconnectedness called 

territorial servitization.  

I also presented an exhaustive description of relevant feasibility issues that may be 

related to territorial servitization processes. After going through the evolution of the 

location theories, based on McCann and Sheppard (2003), I explained the changing 

relevance of static and dynamic location factors including different types of agglomera-

tion economies (e.g., urbanization economies), which may constitute relevant sources of 

competitive edge to businesses. The subsequent theoretical section focused on territorial 
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disparities mainly among countries and country groups within the EU, which fueled the 

usefulness of the varieties of capitalism approach, and introduced the role of MNE in-

vestments (horizontal and vertical) on the emergence of these disparities, especially 

between Western and CEE countries. Therefore, scientific literature related to the 

knowledge spillovers among businesses, entrepreneurial ecosystem, and differentiation 

among KIBS businesses was introduced.  

Based on an extensive literature review, two empirical sections were developed in 

which I analyzed the driving forces of knowledge-intensive territorial servitization pro-

cesses using 121 NUTS-1 and NUTS-2 level EU regions. Supported by common spatial 

econometric diagnostic tools, I proposed a spatial analysis to evaluate the connection 

between manufacturing and KIBS businesses. More concretely, in Section 4.1, I studied 

how territorial heterogeneity associated with differences in the quality of the en-

trepreneurial ecosystem conditions the relationship between the characteristics of re-

gions’ manufacturing sectors and the creation of KIBS businesses. The proposed spatial 

econometric model offers a compelling view of how the entrepreneurial ecosystem af-

fects the rate of new KIBS firms. 

The results suggest that the quality of the entrepreneurial ecosystem positively influ-

ences the rate of new KIBS, and enhances the positive relationship between manufactur-

ing specialization and the rate of new KIBS. This result reinforces the territorial 

servitization loop proposed by Lafuente et al. (2017), which emphasizes that a resilient 

local industrial base may stimulate the development of a dense KIBS sector, thus con-

tributing to revitalize both manufacturing sectors and territorial outcomes. However, 

manufacturing specialization by itself is not enough to attract more KIBS firms and a 

healthy entrepreneurial ecosystem is essential for an effective territorial servitization. 

This may be especially true in declining industrial areas (e.g., some Old Industrial Re-

gions in post-socialist CEE countries), in which overspecialization, lack of innovation, 

and institutional problems are frequent causes of failure (Lux, 2009). The negative cor-

relation between the rate of manufacturers and the REDI score of a region also suggest 

the existence of this problem that may manifest in lower demand for and attraction of 

KIBS services. Thus, efforts to develop a competitive KIBS sector in regions with a 

high manufacturing specialization may turn sterile if they do not have a healthy entre-

preneurial ecosystem that channels entrepreneurial resources to the economy. 
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In Section 4.2, following the theoretical intuition, I hypothesized that KIBS firms 

positively impact the economic contribution of manufacturing businesses per employee 

at the regional level, however, I proposed that this catalyzing effect may be different 

for certain types of—more specifically, for technology-based and professional—

KIBS businesses. The results of this section confirmed that at the regional level KIBS 

firms contribute to the gross value-added per head in manufacturing sectors, which sug-

gests that in general, the proximity of KIBS businesses pays off for manufacturing busi-

nesses. However, according to my results, the regional benefits of this relationship can 

be limited to the higher presence of only technology-oriented KIBS businesses, and 

surprisingly, the effect of KIBS-manufacturing co-location turns negative when it 

comes to the relationship between p-KIBS rate and manufacturing GVA per employee 

in the same region.  

The elevated productivity of regional manufacturing sector attributed to higher re-

gional t-KIBS rate and the negative impact of higher p-KIBS rate can be explained by 

multiple reasons. First, it provides a clear example of Porter’s (1994) conceptualization 

of the changing competitive advantage of firms which, as described before, comes from 

relentless innovation and skill upgrading in today’s increased competition. On the one 

hand, offering more technological solutions, t-KIBS firms might be more related to the 

value-generation process of manufacturers (related variety) and, via higher engagement 

in innovation activities, they provide more dynamic sources of competitive advantage to 

manufacturers. On the other hand, their high investment in technology and innovation 

requires that the outputs of t-KIBS are spread among a lot of manufacturing clients, 

compared to the more customized output generated by p-KIBS businesses. Therefore, as 

opposed to their generally lower rate in regional economies, they can trigger territorial 

servitization processes via elevated level of knowledge spillovers. These results also 

demonstrate Bell’s (1976) prescient vision that although agriculture and industrial activ-

ities continue to coexist with services, there will be an increasing role of the combina-

tion of services, knowledge and innovation in economies.  

In addition, based on the empirical results of the study, we can derive some connec-

tions between influencing factors of knowledge-intensive territorial servitization 

processes in European Union. There is a relatively strong, positive correlation between 

the quality of a region’s entrepreneurial ecosystem and its technology-based KIBS rate 

which on the one hand, suggests that similar to new KIBS businesses, t-KIBS firms may 
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concentrate more in areas with high-quality entrepreneurial ecosystem. While this might 

be the case for p-KIBS businesses as well, we can observe its less strong correlation 

with the REDI score which refers to their more even distribution in space. Therefore, 

territories that offer for instance, better networking opportunities (e.g., with research 

centers and universities as knowledge providers themselves), higher innovation poten-

tial, and generally increased demand for t-KIBS’ innovative services may enjoy a higher 

rate of t-KIBS firms. They may also attract technology-based KIBS firms from entre-

preneurially less developed neighboring territories as a further source of their self-

reinforcing growth. On the other hand, and linked to the results presented in Sections 

4.1 and 4.2, this may also imply that t-KIBS firms contribute to develop a better-quality 

entrepreneurial ecosystem. Because t-KIBS are conducive to knowledge spillover and 

can generate value added to manufacturers, they further enhance the quality of the en-

trepreneurial climate that will serve as a breeding ground for new KIBS firms. 

Besides, as it was found in both Models 1 and 2, economically less developed re-

gions tend to have higher KIBS formation rate. This may refer to promising changes 

towards territorial cohesion and followers’ advantages in applying already existing 

knowledge and technology. However, this result may also reflect that incumbents may 

not be efficient; therefore, new firms entering the market take their place. Szerb et al. 

(2018) analyzed similar concerns, and revealed the differentiating effect of quantity- 

and quality-based—i.e., innovation-related—business dynamics dependent on the quali-

ty of the regional entrepreneurial ecosystem. Data on the rate of exiting KIBS firms and 

some quality measures of new KIBS businesses would be necessary to address this 

doubt.  

 

5.2. Policy implications 

The findings of this work offer various implications for policy makers interested in in-

creasing the competitiveness and productivity of manufacturing sectors, and in improv-

ing the less developed manufacturing base of regions via interactions with KIBS firms. 

As a precondition for territorial servitization to occur, the creation of a flourishing 

KIBS sector seems to call for the development of both resilient manufacturing firms 

and high quality local entrepreneurial ecosystems. Thus, besides bringing manufactur-

ing and KIBS firms together, policy makers should focus on the design of specific ac-
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tions that might facilitate quality enhancement of the local conditions. In particular, 

specific elements that are important for manufacturers might foster the creation of new 

KIBS firms and, in turn, enhance territorial servitization. In line with Gallego and 

Maroto (2015), these policies should target the promotion of both traditional technolog-

ical developments—e.g., digital infrastructures—and other forms of innovation linked 

to organizational change—e.g., integration of digital technologies into production pro-

cesses, crowdsourcing—that may contribute to generate effective networks with impli-

cations for territorial servitization. 

Regarding the entrepreneurial ecosystem, a few central attributes have shown to be 

relevant to explain the higher creation rates of KIBS firms in a region. Besides the key 

role of agglomeration economies (e.g., the presence of MNEs and other KIBS) and 

market size, the opportunities for networking (Makun and MacPherson, 1997) and gain-

ing access to relevant knowledge from different local actors seem key determinants of 

KIBS business start-up rate. Also, knowledge resources and soft factors that attract tal-

ent and qualified people have shown a positive effect on the rate of new KIBS firms. 

Public policy must support the introduction of mechanisms for attracting talent and 

knowledge resources (human capital), and promoting networking (social capital) and 

connectivity to increase the proximity advantage for KIBS in activities, where client-

provider face-to-face interactions are still relevant and occur mostly within localized 

business networks (Makun and MacPherson, 1997). In addition, the author of this work 

recognizes that the attraction of KIBS sectors with various types of knowledge (e.g., 

architectural and engineering activities and scientific R&D) and different level of capi-

tal investment (e.g., air transport and consultancy services) might require different, 

more sector-specific policy approach. 

However, policies should accommodate regional development level and receptivity. 

For example, some regions may require a higher level of industry-specific support, 

while for other regions the development of strong networks and enhanced local connec-

tivity seem relevant to bring manufacturing and KIBS businesses together. Although the 

mutually reinforcing processes in a region constitute a hard-to-disentangle task (Porter, 

1994), the REDI index constitutes a valuable tool to start the improvement process by 

identifying the existing bottlenecks that hinder ecosystem factors that are potentially 

conducive to regional development (Szerb et al., 2017). For regions with a healthy en-

trepreneurial ecosystem (e.g., London or Helsinki-Uusimaa) a more sector-neutral poli-
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cy may be applied with the objective to improve general framework conditions which 

are important for the whole regional economy. However, in regions with a low-quality 

entrepreneurial ecosystem (e.g., Attiki in Greece or Macroregion four in Romania), a 

further scrutiny of the REDI pillars and variables would reveal improvement areas that 

can contribute to increase business formation rates (e.g., KIBS) as well as the regions’ 

entrepreneurial ecosystem. 

Most CEE regions have low-quality ecosystem which limits the attractiveness of the 

territory—as it was presented in Section 2.3.2: territorial inequalities within the Europe-

an Union—and preserves their economic status quo as (almost) peripheries. For in-

stance, as Lengyel et al. (2017) describe, Hungary is a living example of international 

restructuring processes that contribute to the “natural”, low value-added reindustrializa-

tion—mostly including assembly activities—of some of its regions, including, for ex-

ample, Western Transdanubia and Southern Great Plain. Therefore, EU policy makers 

should be careful about the way of implementing reindustrialization strategies, especial-

ly in regions with less developed entrepreneurial ecosystem. It is important that these 

strategies contribute to the knowledge-based development and competitive advantage of 

a region, and do not result in the feared turnaround in the stages of competitive devel-

opment. For example, as it was suggested by the results presented in this work, rather 

than merely increasing the number of manufacturers in a region, policy makers should 

encourage and equip manufacturing businesses with customized technology solutions 

that might be relevant to improve their performance. Policy makers should concentrate 

on building a healthy technology-based KIBS sector and support their networking with 

manufacturing businesses. As the average productivity of manufacturers is lower in 

Central and Eastern European regions, this process may require long-term policy efforts 

to change the business culture and disseminate knowledge on the advantages and risk 

management of cooperative business behavior. Smart specialization strategies proposed 

by the EU may provide more specific, path-dependent guidance to find the future com-

petitive advantage of regions (see, e.g., Foray, 2016 or McCann and Ortega-Argilés, 

2015). This analysis is worth developing in future research.  
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5.3. Limitations and future research avenues  

Just like every scientific work, this dissertation has a number of limitations that, in turn, 

offer space for future research studies. This last section first summarizes the limitations 

of the empirical analyses, and then provides some additional ideas on future research 

avenues: 

 Data availability issues: Although prior studies show that economic activities 

tend to concentrate in large or capital cities (e.g., Hardy et al., 2011), the analy-

sis was conditioned by the regional aggregation level used for one of the key 

variables, the REDI index. Also, the borders of artificially created statistical re-

gions may not match with the borders of the real concentrations of firms. Future 

research could analyze the study phenomena employing for instance, labor mar-

ket areas. 

 Potential endogeneity issues: By using spatial Durbin model (SDM) estimates, I 

handle endogeneity problems related to the potential presence of omitted spatial-

ly dependent variables. However, as Fingleton and Le Gallo (2010) suggest, 

SDM is not exempt from criticism. Future work should address additional types 

of endogeneity when evaluating the territorial servitization hypotheses. For ex-

ample, future studies may include in the analysis time-lags in order to control for 

endogeneity resulting from reverse causality issues (first endogeneity problem). 

Additionally, future research should analyze the territorial servitization hypothe-

ses using longitudinal data to control for the potential correlation between time-

invariant unobserved heterogeneity and the explanatory variables (second 

endogeneity problem) (Wooldridge, 2002, p. 118-120).  

 Lower aggregation level of both manufacturing and KIBS industries: In Section 

4.1, I used data available on the whole population of manufacturing and KIBS 

businesses, while Section 4.2 split KIBS firms in technological (t-KIBS) and 

professional-based (p-KIBS) businesses. However, to verify the existence and 

the outcomes of related variety between manufacturing and KIBS, both of these 

industries may be also split based on 1) the different levels of knowledge inten-

sity (low, medium, high), 2) the level of technological intensity or newness (for 

manufacturers) or 3) other industry (NACE or SIC) classifications. 
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 The use of additional control variables: Future studies may analyze additional 

sources of territorial heterogeneity which are hard to quantify, such as unrelated 

variety in a territory or EU funding. Within the territorial servitization frame, 

this analysis may yield better understanding of the relevance of KITS processes. 

 Firm-level data with characteristics of clearly identifiable interacting actors: 

Researchers never stop dreaming about the ideal dataset to conduct their re-

search ideas. In this sense, the current work could be significantly improved 

with the use of a relatively large sample that includes specific interactions be-

tween manufacturing and KIBS businesses. Firm-level and detailed location 

characteristics would be desirable. This point is supported by, for example, 

Deavers (1997) who warns about the challenging evaluation of the “blurry” ag-

gregate level data for some specific types of analysis. 

 Considering other types of territorial disparities within the EU: In this study, I 

concentrated on the more pronounced gap between Western (centre) and Central 

and Eastern European (periphery) countries. However, a comparison with semi-

periphery countries (e.g., Spain) may bring some further understanding. 

 Analyzing additional sources of territorial servitization: The chosen perfor-

mance measures for the analyzed regions were 1) new KIBS rates and 2) aver-

age gross value added per employee in manufacturing sectors. Future research 

could use other territorial performance indicators, such as employment growth 

or innovation-related outcomes, and analyze the role of the interactions between 

manufacturing and KIBS firms on these output variables.   
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Appendix 1. Local Moran’s I statistics for the dependent and independent variables 

No. 
NUTS 

code 

Rate of new 

KIBS 

Average manufacturing GVA 

per employee 
REDI 

Rate of  

manufacturers 

Size of new  

manufacturers 

KIBS 

rate 

t–KIBS 

rate 

p–KIBS 

rate 

1 AT1 –0.020 –0.174 –0.496** –0.576*** –0.012 0.149 0.214 0.106 

2 AT2 –0.031 –0.273 –0.113 –0.190 0.043 –0.307 –0.145 –0.340* 

3 AT3 –0.006 –0.173 0.081 0.006 –0.121 –0.277 –0.205 –0.275 

4 BE1 0.027 0.063 0.768** 0.794*** 0.096 0.799** 0.385 0.884*** 

5 BE2 0.043 0.267 0.345 0.608** 0.068 0.397 0.095 0.482* 

6 BE3 0.048 0.183 0.224 0.339* 0.044 0.115 –0.073 0.192 

7 CZ0 –0.002 –0.083 0.061 0.468** –0.130 –0.001 –0.015 0.000 

8 DE1 0.610** 0.073 0.502** 0.136 –0.122 0.186 0.119 0.192 

9 DE2 –0.741*** 0.005 0.458* 0.088 0.011 0.158 0.091 0.164 

10 DE3 –3.359*** –0.205 –0.606 –0.144 –0.620 0.351 –0.254 0.587 

11 DE4 –3.459*** –0.238 –0.665 –0.109 –0.686 0.284 –0.278 0.511 

12 DE5 –0.275 0.103 0.539** 0.084 –0.209 1.035*** 0.329 1.238*** 

13 DE6 0.064 0.132 0.943*** 0.181 –0.165 1.144*** 0.563*** 1.260*** 

14 DE7 0.299* 0.105 0.548*** 0.002 –0.068 0.950 0.508*** 1.003*** 

15 DE8 0.047 –0.190 –0.159 –0.046 –0.407** –0.092 –0.224 –0.034 

16 DE9 0.018 0.079 0.240 0.046 0.109 0.348* 0.026 0.468** 

17 DEA –0.049 0.060 0.455** –0.037 0.021 0.636*** 0.215 0.755*** 

18 DEB 0.388* 0.131 0.049 –0.057 0.072 0.187 0.101 0.201 

19 DEC 0.545** 0.019 0.451** –0.051 0.101 0.062 0.066 0.049 

20 DED 0.047 –0.090 0.060 0.144 –0.511*** 0.075 –0.038 0.133 

21 DEE –0.783*** –0.023 –0.165 0.036 –0.452*** –0.18 –0.242 –0.094 

22 DEF 0.096 0.010 0.339* 0.053 –0.032 0.253 0.174 0.257 

23 DEG 0.444** –0.048 –0.107 0.165 –0.093 –0.141 –0.148 –0.106 

24 DK01 0.761*** 0.257 1.700*** 0.343 –0.030 0.132 0.582** 0.042 

25 DK02 0.178 0.096 0.267 0.213 0.013 –0.279 –0.036 –0.285 

26 DK03 0.612** –0.042 0.960*** 0.084 0.041 –0.255 –0.143 –0.223 

27 DK04 0.861*** –0.019 0.863*** 0.101 0.062 0.019 0.042 0.106 

28 DK05 –0.062 –0.071 0.785** 0.046 0.085 0.095 –0.139 0.289 

29 EE0 –0.151 0.098 0.041 –0.015 –0.010 –0.003 0.018 0.009 
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Appendix 1. Continued.  

No. 
NUTS 

code 

Rate of new 

KIBS 

Average manufacturing GVA 

per employee 
REDI 

Rate of  

manufacturers 

Size of new  

manufacturers 

KIBS 

rate 

t–KIBS 

rate 

p–KIBS 

rate 

30 EL1 0.019 0.150 1.934*** –0.221 0.068 –0.024 1.156** –0.055 

31 EL2 –0.047 –0.132 1.888*** 0.033 0.053 –0.072 1.197** –0.263 

32 EL3 0.028 0.111 1.553** –0.237 0.039 –0.054 1.060* –0.110 

33 ES11 0.354 0.179 0.793** 0.095 0.035 1.247*** 1.760*** 0.984** 

34 ES12 0.065 0.012 0.616** 0.186 –0.014 0.972*** 1.403*** 0.760** 

35 ES13 0.000 0.000 0.488* 0.132 –0.014 1.084*** 1.546*** 0.853*** 

36 ES21 –0.330 0.007 0.236 0.053 –0.017 0.710** 1.124*** 0.528* 

37 ES22 –0.001 0.003 0.358 0.033 –0.003 0.917*** 1.275*** 0.728** 

38 ES23 –0.121 0.001 0.565** –0.488* –0.034 1.143*** 1.469*** 0.937*** 

39 ES24 –0.001 –0.010 0.448* 0.110 0.057 1.009*** 1.292*** 0.830*** 

40 ES30 –0.347 –0.073 –0.449** 0.221 –0.129 –0.124 0.369* –0.244 

41 ES41 0.038 0.009 0.438* 0.098 –0.007 1.205*** 1.585*** 0.979*** 

42 ES42 0.023 0.012 0.700** –0.046 –0.142 1.315*** 1.586*** 1.096*** 

43 ES43 0.197 0.335 0.636** 0.231 –0.001 1.381*** 1.752*** 1.138*** 

44 ES51 –0.095 0.001 0.106 0.141 –0.001 0.657** 0.900*** 0.525* 

45 ES52 –0.124 0.014 0.434 0.139 0.047 0.960*** 1.332*** 0.764** 

46 ES61 0.292 0.085 0.564* 0.467* 0.001 1.150*** 1.684*** 0.887*** 

47 ES62 0.029 0.034 0.631* 0.199 0.000 1.042** 1.544*** 0.803** 

48 FI19 –0.161 0.117 0.284 –0.135 0.086 0.056 0.049 0.051 

49 FI1B –0.228 0.002 0.669 –0.011 0.009 –0.360 –0.272 –0.354 

50 FI1C –0.033 0.117 0.592 0.044 0.036 –0.175 –0.231 –0.140 

51 FI1D –3.163*** 0.041 –0.084 –0.024 0.027 –0.352 –0.330 –0.319 

52 FR1 –0.277 –0.391 0.789** 0.402 –0.062 –0.110 –0.033 –0.124 

53 FR2 –0.216 –0.134 –0.043 0.055 –0.327 –0.299 –0.216 –0.298 

54 FR3 –0.277 0.110 0.071 0.268 0.071 –0.447** –0.383* –0.424** 

55 FR4 –1.273*** 0.066 0.032 0.001 0.077 –0.269 –0.148 –0.287 

56 FR5 0.222 0.002 0.088 0.050 –0.013 0.186 0.149 0.180 

57 FR6 –0.184 0.011 0.093 0.055 –0.005 0.617** 0.655** 0.544** 

58 FR7 –0.261 0.013 –0.164 0.022 0.015 0.350 0.363 0.311 
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Appendix 1. Continued.  

No. 
NUTS 

code 

Rate of new 

KIBS 

Average manufacturing GVA 

per employee 
REDI 

Rate of  

manufacturers 

Size of new  

manufacturers 

KIBS 

rate 

t–KIBS 

rate 

p–KIBS 

rate 

59 FR8 –0.016 0.005 0.005 0.101 0.050 0.332 0.414 0.275 

60 HR03 –0.022 1.409*** 0.908*** 7.273*** 0.333* 2.421*** 0.425* 3.066*** 

61 HR04 0.037 1.234*** 0.843*** 5.864*** –0.033 2.491*** 1.289*** 2.710*** 

62 HU10 –0.032 0.840*** 0.709*** –0.323* 0.003 –0.045 –0.015 –0.044 

63 HU21 –0.030 1.019*** 1.317*** 0.256 –0.011 0.037 0.024 0.038 

64 HU22 –0.024 0.780*** 0.919*** 0.247 –0.023 –0.057 –0.059 –0.050 

65 HU23 –0.008 1.458*** 1.396*** 0.119 –0.002 0.072 0.024 0.084 

66 HU31 0.153 1.160*** 1.776*** 0.142 0.031 0.022 0.003 0.029 

67 HU32 0.035 1.300*** 1.998*** 0.043 0.009 0.044 0.017 0.045 

68 HU33 –0.051 1.474*** 1.795*** 0.219 0.007 –0.018 0.002 –0.021 

69 IE01 –0.011 3.429*** 1.084** 0.439 0.018 –0.020 0.066 0.072 

70 IE02 –0.009 4.791*** 1.471*** 0.604 –0.187 –0.620 –0.131 –0.541 

71 ITC –0.698** 0.090 0.035 0.042 0.000 0.008 0.213 –0.025 

72 ITF –0.938 0.255 1.008 0.004 0.008 0.004 0.580 –0.004 

73 ITH –0.149 0.772** 0.233 0.635** 0.230 –0.192 –0.215 –0.103 

74 ITI 0.090 0.437 0.989** 0.238 –0.126 –0.005 0.220 0.113 

75 LT0 0.359 0.421 0.363 0.046 0.012 0.424 0.114 0.484 

76 LV0 0.193 1.576*** 0.150 0.004 0.001 0.163 0.001 0.226 

77 NL1 –0.006 0.225 0.604** 0.288 0.014 1.046*** 0.470** 1.175*** 

78 NL2 –0.062 0.155 0.452** 0.298* 0.030 1.234*** 0.569*** 1.379*** 

79 NL3 0.048 0.388* 1.054*** 0.586*** –0.008 1.737*** 0.888*** 1.885*** 

80 NL4 0.054 0.463** 0.705*** 0.314* 0.043 1.054*** 0.355* 1.247*** 

81 PL1 0.163 4.588*** 0.021 0.091 –0.013 0.015 –0.221 0.178 

82 PL2 0.018 –0.342* 0.393* 0.324* 0.009 0.175 0.015 0.245 

83 PL3 0.213 2.651*** 0.554 0.288 0.070 0.512 0.076 0.675* 

84 PL4 0.066 0.899*** 0.094 0.090 2.002*** –0.102 –0.012 –0.138 

85 PL5 0.000 0.728*** 0.144 0.090 1.104*** 0.025 0.000 0.039 

86 PL6 0.749** 2.780*** 0.400 0.159 –0.124 0.370 0.055 0.487 

87 PT11 0.250 0.538** 0.482* –0.288 0.006 1.032*** 1.535*** 0.795*** 
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No. 
NUTS 

code 

Rate of new 

KIBS 

Average manufacturing GVA 

per employee 
REDI 

Rate of  

manufacturers 

Size of new  

manufacturers 

KIBS 

rate 

t–KIBS 

rate 

p–KIBS 

rate 

88 PT15 0.040 1.014*** 0.322 0.665* 0.068 1.332*** 1.664*** 1.102*** 

89 PT16 0.143 0.761** 0.435 0.018 0.001 1.092*** 1.504*** 0.870*** 

90 PT17 –0.829** 0.763** –0.172 0.378 –0.056 0.305 0.953** 0.089 

91 PT18 0.021 0.907** 0.272 0.184 0.046 1.209*** 1.579*** 0.980*** 

92 RO1 0.318 1.657*** 1.836*** 0.205 0.006 0.392 0.082 0.499* 

93 RO2 0.398 1.558*** 2.165*** 0.058 –0.187 0.785* 0.187 0.974** 

94 RO3 –0.761* 1.479*** 1.561*** –0.174 0.048 0.092 –0.150 0.218 

95 RO4 0.295 1.645*** 2.12*** 0.048 –0.084 0.297 –0.002 0.408 

96 SE11 0.500 1.376*** 1.603*** –0.090 0.106 1.018** 0.993** 0.925** 

97 SE12 0.448 1.043** 1.221*** 0.041 0.161 0.734* 0.787* 0.638* 

98 SE21 –0.935*** 0.035 0.021 –0.382 0.114 –0.022 –0.068 –0.010 

99 SE22 1.334*** 0.156 1.538*** 0.184 0.114 0.129 0.491* –0.012 

100 SE23 0.635** 0.337 1.013*** 0.054 0.139 0.096 0.294 0.017 

101 SE31 –0.683* 0.031 –0.051 –0.099 0.172 0.066 –0.056 0.099 

102 SE32 0.701 0.005 0.014 0.037 0.159 0.013 –0.008 0.022 

103 SE33 –3.163*** 0.041 –0.084 –0.024 0.027 –0.352 –0.330 –0.319 

104 SI01 0.018 0.761*** 0.023 3.262*** –0.052 0.995*** 0.650*** 1.020*** 

105 SI02 0.010 0.616** –0.201 2.357*** 0.141 1.568*** 0.861*** 1.666*** 

106 SK01 0.017 0.307* –0.006 –0.396** –0.003 0.032 0.063 0.008 

107 SK02 0.066 0.787*** 0.889*** 1.013*** –0.016 –0.184 –0.158 –0.173 

108 SK03 0.172 0.492** 1.112*** 0.845*** 0.018 0.151 –0.001 0.201 

109 SK04 0.219 0.489** 1.457*** 0.883*** 0.040 0.239 0.051 0.287 

110 UKC 0.066 0.024 0.046 0.182 0.144 0.046 0.161 0.000 

111 UKD 0.021 0.112 0.380* 0.242 0.141 0.119 0.735*** 0.017 

112 UKE 0.007 –0.004 0.542** 0.129 0.113 0.015 0.563** –0.029 

113 UKF –0.009 0.013 0.944*** 0.092 0.108 0.095 0.945*** –0.013 

114 UKG –0.005 –0.029 0.735*** 0.075 0.074 0.113 1.129*** 0.003 

115 UKH –0.025 0.162 1.223*** 0.440** –0.053 0.584*** 2.281*** 0.204 

116 UKI 0.025 0.233 2.487*** 0.926*** 0.041 1.489*** 4.742*** 0.691** 
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No. 
NUTS 

code 

Rate of new 

KIBS 

Average manufacturing GVA 

per employee 
REDI 

Rate of  

manufacturers 

Size of new  

manufacturers 

KIBS 

rate 

t–KIBS 

rate 

p–KIBS 

rate 

117 UKJ –0.008 0.231 2.278*** 0.750** 0.094 1.32*** 4.608*** 0.570* 

118 UKK –0.285 0.024 1.309*** 0.358 0.067 0.250 1.873*** 0.031 

119 UKL –0.068 0.057 0.417* 0.277 0.068 –0.151 0.264 –0.098 

120 UKM 0.029 0.088 0.495 0.302 0.099 –0.030 0.193 –0.083 

121 UKN –0.108 0.249 0.635** 0.198 0.079 –0.194 –0.399 –0.043 

 


